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1 Introduction 

The growing demand for artificial intelligence professionals is driven by the rapid advancement of 
technology and its widespread adoption across industries. AI has become a transformative force, 
particularly in education, where it is improving teaching and learning through personalized and 
adaptive methods. In today’s rapidly changing world, lifelong learning is essential, and AI plays a key 
role in supporting it by tailoring learning experiences to individual needs, helping learners remain 
relevant and agile [1]. 

This demand extends beyond education to other sectors, including healthcare, transportation, and 
finance, where AI is increasingly relied upon for innovative solutions. The shift from Industry 4.0 to 
Industry 5.0 emphasizes collaboration between humans and machines, underscoring the need for 
professionals who can develop AI technologies that align with human-centered values. In addition, AI 
has shown significant growth in specialized applications such as language learning, where intelligent 
tutoring systems, conversational agents, and automated assessments are becoming commonplace, 
further increasing the need for skilled professionals [2], [3]. 

Beyond the technical applications, AI also poses ethical challenges. Concerns about bias, 
accountability, and fairness in AI systems highlight the importance of training professionals in ethical 
frameworks to ensure responsible development. As AI becomes increasingly integrated into everyday 
life, having professionals equipped to address these issues is essential for creating technologies that 
are inclusive and equitable  [1], [4]. Furthermore, the growing digital divide highlights the importance 
of democratizing AI education, preparing a diverse workforce that can develop solutions that benefit 
all members of society. 

The growing demand for AI professionals stems from the transformative impact of AI across sectors, 
its ability to drive lifelong learning, and the ethical considerations it brings. Preparing students for 
careers in AI is crucial not only to meet workforce needs, but also to ensure the development of 
responsible, inclusive, and equitable technologies for the future [5]. 

As artificial intelligence continues to transform industries and societies, the first critical step to 
addressing the growing need for AI expertise is education. AI’s rapid integration into many fields has 
created an urgent demand for skilled professionals capable of designing, developing, and 
implementing AI technologies. While AI proficiency spans a spectrum of expertise levels, higher 
education plays a foundational role in building a pipeline of talent to meet this demand. 

Higher education institutions serve as the cornerstone for cultivating AI expertise by equipping 
students with both theoretical foundations and practical skills. Universities and colleges offer 
structured pathways for students to understand the principles of machine learning, data analysis, and 
AI ethics while providing opportunities to apply this knowledge through research and hands-on 
projects. This creates a vital entry point for developing a workforce capable of addressing real-world 
challenges associated with AI. 

Given the strategic importance of higher education in preparing the next generation of AI 
professionals, research into AI education has become a key focus. Understanding how AI concepts can 
be effectively introduced, taught, and assessed within higher education settings is crucial for shaping 
curricula that align with industry needs while promoting ethical and responsible AI development. By 
emphasizing higher education as the initial platform for building AI literacy and competence, this 
research seeks to bridge the gap between the growing demand for AI expertise and the available 
supply of qualified professionals. 
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2 AI in Higher education 

Artificial intelligence is making its way into higher education, offering innovative solutions to 
improve teaching, learning, and administrative processes. This part examines various applications of 
AI in higher education, highlighting benefits such as personalized learning, administrative efficiency, 
and increased student engagement. In addition, potential concerns and challenges associated with 
implementing artificial intelligence are examined. 

As technology advances, the use of artificial intelligence in higher education is becoming more 
widespread. Universities have begun to use artificial intelligence to create personalized and more 
tailored classes, to streamline administrative processes, or to assist in research.  
 
Intelligent learning systems 

Intelligent learning systems can support classical ways of teaching. Using such systems, students 
can receive immediate feedback and assistance in strengthening their knowledge, especially in those 
aspects with which students perform less well. The use of ITS systems makes it possible to assess the 
level of students' knowledge and adjust educational content accordingly to ensure the best way to 
transfer knowledge to students. Among the most popular solutions based on intelligent learning 
systems, for example, are personalized learning systems (PLS). PLS systems perform real-time profiling 
of students, creating unique user profiles for each user. This approach allows the level and knowledge 
to be best matched to students, forcing a focus on weaknesses [6]. Adaptive learning systems are 
another example. In this type of system, artificial intelligence algorithms allow the content and level 
of knowledge to be adapted to the pace and style of each student individually. This feature is crucial 
for keeping students engaged and promoting effective learning [7].  

Another possibility for extending teaching with intelligent tutoring systems is automatic feedback 
systems. These systems allow you to provide instant feedback on exercises and assessments. This 
allows students to immediately understand their mistakes, fostering a more conducive learning 
environment [8]. Artificial intelligence can also be used for the analysis of students' learning progress, 
and engagement rates. By analyzing this data, teachers can gain insight into individual and group 
performance trends, making informed decisions about pedagogical strategies and interventions [2]. 
 
Personalized Learning 

In higher education, it is very important to have the right approach and personalized teaching 
suitable for students. AI can analyze student data to customize learning experiences, enabling 
personalized learning paths that can adapt to a student's pace and understanding. Platforms like  
Knewton or DreamBox Learning [9] evaluate student performance on various tasks, identifying areas 
of strength and weakness. They provide tailored resources and learning paths, enhancing engagement 
and mastery of subjects.  

AI makes it possible to analyze vast amounts of data to gain insights into students' learning 
behavior. Predictive analytics can identify at-risk students early and recommend interventions to 
improve retention and success. By examining engagement patterns, teachers can effectively 
personalize instruction [10]. Natural language processing is used in language learning apps that 
customize exercises based on the user's skills and progress. With real-time feedback on vocabulary and 
grammar, students receive a personalized experience that supports language learning and fluency [11].  
Artificial intelligence-based recommendation systems suggest educational materials adapted to 
individual students' interests and needs. This personalized approach can increase motivation and 
engagement, encouraging students to further explore relevant topics [12]. 
 
Administrative Efficiency          

Integrating AI into administrative tasks in higher education institutions can positively impact 
workflow improvements [13]. In higher education, one of the elements affecting efficiency and student 
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satisfaction is the efficiency of university administration. Tasks such as recruitment, financial aid, and 
student support can be time-consuming and resource-intensive. Using artificial intelligence, it is 
possible to automate repetitive and time-consuming tasks [14].  

One possible task that can be supported by artificial intelligence is managing the recruitment 
process. Through artificial intelligence, it is possible to pre-evaluate candidates and using chatbots can 
relieve employees of the burden of answering repetitive questions. Such systems not only reduce the 
administration burden but also improve response times which affects the satisfaction of potential 
students. Another task in which it is possible to use artificial intelligence is to support students. 
Through virtual assistants and chatbots, it is possible to provide round-the-clock student support. This 
support ranges from answering basic questions to registering for subjects, etc., an example being 
George State University, where such chatbots have been implemented. Artificial intelligence can also 
help with data analysis and decision-making. With this application, it is possible to predict trends, and 
support decision-making.  
 
Use of Chatbots 

Another option for using artificial intelligence at universities is the use of chatbots. Chatbots have 
become an effective tool for providing round-the-clock assistance and can provide information on 
course content, university resources, and administrative processes. The use of chatbots in interaction 
with students can increase student satisfaction, as well as ease the burden on university 
administration. The main advantage of the availability of chatbots is that they are available 24/7, giving 
students virtually instant access to information at any time of the day. The use of chatbots relieves the 
administrative burden and has a significant impact on staff productivity. Interestingly, introducing 
chatbots fosters a sense of greater engagement and satisfaction among students, increasing the sense 
of belonging to the academic community [15]. Chatbots can also be used to support the educational 
process itself. They can be used to clarify doubts about courses, class materials, and deadlines, what is 
a significant convenience in the case of limited availability of instructors [16].  

The introduction of chatbots also with it some difficulties and risks. The first is undoubtedly the 
problem of understanding queries by chatbots, of course, the continuous development of these 
technologies reduces these problems, but they can still occur. Another threat is the problem of 
adequate protection of personal data. In the case of chatbots supporting administrative processes, 
they must additionally comply with data protection regulations. There is also a risk of resistance to 
new technologies by both employees and students, which could translate into low levels of chatbot 
use [17]. 

 
Data-Driven Insights 

Universities have long been collecting huge data sets on both students and the content taught. 
Developments in artificial intelligence methods, particularly machine learning, make it possible to 
extract patterns and trends from this data. This allows universities to make informed decisions, 
personalize the learning process, and improve productivity [18]. Typical example is the predictive 
analysis of academic performance – artificial intelligence algorithms can analyze historical student data 
to identify at-risk students and predict their future performance [19]. Universities also increasingly use 
artificial intelligence to create personalized educational programs based on individual student data 
[20]. Artificial intelligence can help tailor educational content and resources to students' needs, which 
can translate into improved outcomes. Analyzing student feedback using AI can help improve course 
design [21]. 
 

Assessment Automation 

Traditional assessment methods in higher education can be time-consuming and labor-intensive, 
often distracting teachers from direct interactions with students. The desire to optimize and improve 
efficiency has made universities increasingly willing to use artificial intelligence in the process of 
automated student assessment [22].  
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It seems obvious to use automation in the assessment process of tests and quizzes, so students 
receive immediate feedback, and the risk of human error is minimized [23]. The use of NLP techniques 
enables the use of artificial intelligence in the evaluation of short answers and essays. Solutions such 
as Grading Assistant and Turnitin's Revision Assistant use machine learning models to assess content 
quality, relevance, and grammatical correctness [24]. 

 
Research Enhancement 

The use of artificial intelligence also makes it possible to increase the efficiency of scientific 
research. Artificial intelligence algorithms excel at analyzing huge data sets and finding trends while 
providing innovative tools to improve scientific work [25]. Artificial intelligence algorithms can be 
applied to data analysis and pattern recognition, which often slows down the detection of relationships 
not apparent with traditional methods.  

Artificial intelligence tools can assist researchers in their search for relevant literature, helping them 
navigate the growing number of scientific papers [26]. Tools such as Semantic Scholar and Connected 
Papers use artificial intelligence to suggest scholarly articles based on the data entered, minimizing the 
time it takes to review the literature. 

Artificial intelligence used in social media platforms for scientists can help match scientists with 
similar interests. ResearchGate, for example, uses artificial intelligence algorithms to recommend 
potential collaborators and relevant research projects based on user profiles [27]. Artificial intelligence 
tools can also help generate hypotheses and design experiments. By using existing data to suggest new 
research directions, such as potential relationships between variables, artificial intelligence can 
accelerate the pace of scientific discovery. 

 

Accessibility Improvements 

The last issue of using artificial intelligence in higher education discussed is increasing the level of 
accessibility. With the implementation of tools such as speech recognition, text-to-speech conversion, 
and other assistive technologies, artificial intelligence can help adapt content for students with 
disabilities [28], [29], [30]. 

 
The discussed examples of the use of artificial intelligence in higher education show the usefulness 

of artificial intelligence methods. The use of AI in universities brings benefits both to students through 
easier access to information or personalized ways of transferring knowledge, but also to the university 
administration, reducing its burden and increasing productivity. It also improves the comfort of the 
work of scientists and academic teachers by relieving them of some tasks, such as automatic checking 
of students' tasks or support in conducting research. The continuous development of artificial 
intelligence methods also means that the possibilities of using AI at universities are also growing. 
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2.1 How to teach AI 

This chapter examines various aspects of incorporating artificial intelligence into higher education 
curricula, focusing on educational strategies, pedagogy, ethics, competency development, and AI's 
transformative technologies. Key topics include AI-based educational technologies, ethical 
considerations, AI integration in engineering curricula, competency-based approaches, generative AI 
applications, and K-12 adaptations. The review highlights the diverse approaches proposed for 
leveraging AI to enhance learning environments and develop AI-related skills in students across 
multiple disciplines.  

The subject of artificial intelligence within higher education can be categorized into several primary 
focal areas. Firstly, educational approaches center on AI-based technologies applied to both general 
education and specifically to HE. This encompasses various AI technologies deployed within 
educational frameworks, such as machine learning for content personalization and adaptive learning; 
augmented and virtual reality applications; learning analytics; and automated assessment systems 
[31]. 

The second major focus is pedagogy for teaching AI, covering foundational aspects through to 
engineering principles and advanced AI topics [32]. For engineering students, this area emphasizes  

• mathematical foundations in AI,  

• machine learning methodologies,  

• optimization  

• programming techniques,  

• as well as further applications of AI within engineering contexts.  
 
Additionally, AI ethics education [33] can be viewed as an independent discipline, engaging a broad 

audience with the ethical considerations and social implications of AI. 
Cantú-Ortiz et al. [32] present an AI education strategy aimed at engineering and technology 

students. This strategy highlights: 

• critical thinking,  

• analytical problem-solving,  

• big data analysis,  

• human–computer interaction involving speech and image recognition,  

• natural language processing,  

• and gesture analysis,  

• along with the development of wearable technologies,  

• smart city solutions,  

• autonomous vehicles,  

• and decision support systems.  
 
Their curriculum heavily utilizes advanced technology, supported by project-based and challenge-

based learning methodologies. 
Padovano and Cardamone [34] investigate collaborative AI-human curriculum development in 

engineering. They highlight the need for clearer career paths aligned with evolving industry standards 
and propose a competency-based curriculum supported by AI tools, including topic exploration, 
content benchmarking with peer institutions, and curriculum structuring around technology, human-
centric, and sustainability subjects. 

Southworth et al. [6] introduce a competency-based approach, integrating AI curricula into 
established educational structures. Their proposed AI curriculum comprises multiple courses:  

• foundational AI concepts,  

• applications of AI,  

• advanced AI usage and creation,  
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• AI ethics.  
 
For educator development, Ng et al. [35] suggest a framework for enhancing teachers’ AI digital 

competencies. This framework addresses educators’ professional engagement with AI, pedagogical 
competencies, and the facilitation of AI-related skills for learners.  

2.1.1 Curriculum Structure and K-12 Adaptations 

The structuring of AI curricula can take multiple forms, such as embedded curricula, where AI is 
integrated into existing content [6], or autonomous curricula, treating AI as an independent discipline 
[32]. Methodologies can vary between applied, theoretical, AI literacy, and competency-based focuses. 

Bellas et al. [36] outline a two-year high school AI curriculum focusing on perception, actuation, 
representation, reasoning, learning, and collective intelligence, alongside sustainability, ethics, and 
legal aspects. Their instructional approach includes web-based investigation, intelligent applications, 
robotics, and IoT technologies. 

Nwadinachi and Ivanov [37] propose an integrated AI educational model, encompassing AI 
technology, pedagogy, and systemic change, underpinned by pedagogical, learning, and domain-
specific models. Chiu [38] presents a holistic curriculum design for K-12 AI education, incorporating 
aspects of content, process, and practical impact, emphasizing student relevance and teacher-student 
interaction.  

2.1.2 AI-Aided Engineering and Certification in AI Competencies 

Furthermore, entrepreneurial competencies related to high-tech startups are embedded as vital 
components of the AI curriculum. Specifically, the engineering curriculum covers symbolic AI (logic 
reasoning, knowledge representation), machine learning (tree and graph structures), natural language 
processing, ontology development, Bayesian uncertainty reasoning, symbolic programming (Lisp, 
Prolog), multi-agent systems, neural networks, deep learning, speech recognition, computer vision, 
fuzzy logic, robotic navigation, and evolutionary computing [32]. 

Nunez and Lantada [39] advocate for an "AI-aided engineering education" model, integrating AI 
across engineering programs, particularly in scientific and technological disciplines. This model 
incorporates AI for learning personalization, curriculum planning, sustainable teaching, automated 
assessment, and teacher assistance. 

Finally, Jauregui-Correa and Sen [40] address AI competency certification within engineering 
education, proposing a curriculum based on theoretical, practical, and project-oriented pillars, with 
embedded certification within educational objectives. 

How and Hung [41] emphasize AI-thinking competencies within STEM education, linking AI to 
mathematical foundations. The curriculum includes scientific concepts such as entropy within data, 
Bayesian networks in user-friendly AI tools, and AI applications in civil engineering, arts, and 
mathematics 

A final key area is the integration of generative AI, recognized as an emerging trend in contemporary 
education [42], [43]. This includes the challenges and practical applications of generative AI within 
educational settings. 
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2.2 AI Curriculum for HE 

Teaching AI in Higher Education can be approached in several ways, focusing on both the technical 
aspects of AI and its broader implications for society.  

The curriculum design for study programmes in HE can be developed by following points of view: 
 

• Integration of AI modules into existing courses - AI concepts can be woven into various 
disciplines, highlighting their relevance across different fields to expose students to the 
versatility of AI applications [44]. 

• Use AI learning platforms in education that provide hands-on experience with AI concepts 
and tools [45], [28]. Practical application can enhance understanding and encourage deeper 
engagement with AI. 

• Development of dedicated AI programmes or specialisations integrated into study 
programmes – offer specialised courses and programmes focusing on AI principles, 
algorithms, and applications that will satisfy students seeking deep knowledge and 
expertise in AI [46]. 

2.2.1 Curriculum Development for IT Students 

The rapid development of AI has highlighted the urgent need for AI literacy, especially among 
university IT students. Developing an AI-focused curriculum is essential to prepare students for the 
challenges and opportunities presented by this transformative technology. AI education should aim 
not only to familiarize students with AI systems but also to equip them with the skills to understand, 
evaluate, and responsibly create AI solutions. 

AI literacy goes beyond technical proficiency; it encompasses the ability to critically analyze AI 
applications, recognize ethical implications, and understand their societal impacts. A well-rounded 
curriculum must balance theoretical knowledge, such as algorithms and data structures, with practical 
skills like programming, model training, and deployment. Furthermore, students should be encouraged 
to explore the ethical dimensions of AI, including issues like bias, accountability, and transparency, 
ensuring they are prepared to develop responsible and equitable AI systems. 

A robust foundation in AI education is essential for higher education IT students, as it prepares them 
to understand, design, and implement AI systems effectively. The most critical components of this 
foundational phase include core concepts and programming skills, which lay the groundwork for 
advanced applications and innovations in AI. 

The curriculum should begin by introducing students to fundamental AI concepts, ensuring they 
develop a deep understanding of the principles and methodologies underlying AI technologies [47], 
[36], [48]. Key topics include: 

• Machine learning to cover supervised, unsupervised, and reinforcement learning 
paradigms, students learn how algorithms like decision trees, support vector machines, and 
neural networks process data to make predictions or decisions. 

• Deep learning offers a deeper dive into neural networks, including architectures like 
convolutional neural networks for image processing and recurrent neural networks for 
sequential data analysis, is crucial for understanding cutting-edge AI advancements. 

• Natural language processing explores techniques for processing and analyzing human 
language, such as sentiment analysis, machine translation, and chatbot development. 

• Computer vision covers topics like image recognition, object detection, and facial 
recognition introduce the use of AI in visual data interpretation. 

• Robotics explores how AI integrates with robotics to enable perception, decision-making, 
and autonomous operations provides a practical understanding of AI's role in hardware 
systems. 
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Proficiency in programming is a cornerstone of AI education, as it enables students to translate 

theoretical knowledge into practical solutions [49], [48]. The curriculum should emphasize languages 
and tools widely used in the AI field, with a focus on: 

• Python with its extensive libraries (e.g., TensorFlow, PyTorch, scikit-learn) and simplicity, 
serves as an ideal starting point for AI development. 

• R and Java can be used for specialized applications, exposure to additional languages like R 
for statistical computing or Java for scalability can broaden students' capabilities. 

• Students should engage in structured coding activities, such as implementing basic machine 
learning models, to build hands-on experience. For example, a task like creating a linear 
regression model to predict housing prices teaches core AI principles and programming 
syntax. 

• Capstone projects encourage students to apply their skills in realistic scenarios. Developing 
an AI-based image classifier or a sentiment analysis tool offers opportunities to integrate 
various aspects of AI knowledge, from data preprocessing to model evaluation. 

 
To fully engage IT students and prepare them for the challenges of a rapidly evolving AI landscape, 

it is crucial to emphasize the real-world applications of AI. Demonstrating how AI impacts various 
sectors and incorporating hands-on projects can bridge the gap between theoretical knowledge and 
practical skills, ensuring students grasp the relevance and potential of their learning. Practical skills in 
utilizing existing AI tools and platforms for various tasks can be achieved by datasets and practical 
solutions focused on: 

• Education where AI-powered tools such as intelligent tutoring systems, adaptive learning 
platforms, and automated grading systems enhance personalized learning and streamline 
administrative tasks. 

• Healthcare where applications like AI-driven diagnostic tools, predictive analytics for 
patient care, and robotic surgery demonstrate how AI improves medical outcomes and 
efficiency. 

• Finance to identify fraud detection systems, algorithmic trading, and customer support 
chatbots highlight AI's role in enhancing security and optimizing financial operations. 

• Transportation focused on autonomous vehicles, traffic management systems, and 
predictive maintenance solutions underscore AI's potential to revolutionize mobility and 
logistics. 

• Entertainment with their recommendation systems on platforms like Netflix or Spotify and 
the use of AI in gaming or content creation illustrate its creative and commercial value. 

 
To encourage innovation, students should progress from evaluating existing systems to creating 

new AI solutions that address real-world problems responsibly [50], [51]. This includes: 

• Creative problem-solving - students can engage in projects such as developing a natural 
language processing model for low-resource languages, addressing linguistic diversity. 

• Interdisciplinary thinking - encouraging collaboration with fields like sociology or 
psychology helps students design AI systems that account for human behavior and societal 
impact. 

• Iterative development - teaching iterative design principles ensures that students refine 
their solutions through testing and feedback, building robust and scalable AI models. 

 
Developing higher-order thinking skills is a crucial aspect of AI education, enabling students not only 

to assess AI systems critically but also to design and develop innovative solutions. This requires a strong 
emphasis on the evaluation of AI’s effectiveness, limitations, and ethical dimensions, as well as 
fostering creativity in building responsible and impactful AI systems. 
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Students must be trained to evaluate AI systems' performance, scalability, and alignment with 
intended goals. Key aspects include [52], [53], [54]: 

• Students learn to analyse effectiveness by metrics such as accuracy, precision, recall, and 
F1 scores to assess how well an AI model performs in each context. For example, evaluating 
a spam detection algorithm based on false positive and false negative rates can reveal its 
real-world utility. 

• Teaching students to identify and articulate an AI system’s limitations - such as data quality 
issues, lack of generalizability, or susceptibility to adversarial attacks - ensures they can 
recognize areas for improvement. For instance, students might critique a facial recognition 
system’s accuracy disparity across demographic groups. 

• By integrating ethical analysis into evaluation, students explore questions about privacy, 
fairness, and accountability. A critical review of AI-driven hiring systems, for example, might 
uncover algorithmic bias that disadvantages certain candidates. 

 
Addressing the ethical dimensions of AI development is vital to ensure that students approach their 

work responsibly and with societal impact in mind. Algorithmic bias is a critical challenge in AI, as it can 
perpetuate and even amplify societal inequalities [1], [4] , [55]. Students must be encouraged to think 
critically about fairness, privacy, and accountability in AI systems. Key educational strategies include: 

• Analyzing real-world examples and case studies helps students understand how biased 
datasets and algorithmic decisions can lead to discrimination. 

• Structured debates and critical discussions on topics like facial recognition in policing or AI-
driven content moderation foster analytical thinking about the societal impacts of AI. 

• Practical assignments that require students to identify and mitigate bias in datasets or 
models - such as ensuring balanced training data for gender classification – in still practical 
awareness of fairness considerations. 

 
Equipping students with knowledge of ethical frameworks and responsible AI practices ensures 

they can build systems aligned with societal values. Key components include [56], [57]: 

• Students should learn how to design AI systems that provide clear, understandable outputs 
to achieve transparency and explainability.  

• Emphasizing the importance of human-in-the-loop approaches helps students balance 
automation with accountability. For example, teaching how human review can validate AI 
decisions in healthcare applications ensures a safety net against errors. 

• Familiarizing students with global frameworks and ethical guidelines like the European 
Union’s AI Ethics Guidelines or UNESCO’s AI Recommendations fosters an understanding of 
principles such as accountability, safety, and inclusivity. 

2.2.2 Pedagogical Approaches 

Effective AI education requires adopting diverse pedagogical approaches to address different 
learning styles, foster deeper understanding, and equip students with both theoretical knowledge and 
practical skills. Below are detailed explanations of six key pedagogical strategies used in AI education: 

• Constructivism emphasizes student-centered learning, where educators act as facilitators 
rather than direct instructors. In this approach, students are encouraged to construct their 
understanding of AI concepts through exploration, interaction, and problem-solving. For 
example, instead of merely explaining how a neural network works, a teacher might guide 
students to build a simple neural network using a visual tool like TensorFlow Playground. This 
approach allows students to see how adjustments to parameters influence outcomes, 
promoting an active discovery process. By engaging in hands-on activities and reflecting on 
their learning experiences, students develop a deeper understanding of AI principles. 
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Constructivist methods are particularly effective in teaching complex and abstract AI concepts, 
as they enable learners to connect theoretical ideas to real-world applications [58], [59]. 

• Direct instruction involves a structured, teacher-led approach where concepts are explicitly 
explained, and students are provided with clear examples and demonstrations. This method is 
often used to introduce foundational AI topics such as algorithms, machine learning models, 
or the ethical implications of AI. For instance, an instructor might use slides and code examples 
to explain the gradient descent algorithm, demonstrating how it minimizes errors in machine 
learning models. Direct instruction ensures that all students receive a consistent baseline of 
knowledge and is particularly useful for clarifying complex concepts or equations. While it may 
seem traditional, this method is highly effective when paired with interactive tools like coding 
notebooks or simulations, which help reinforce understanding [52]. 

• Participatory learning focuses on active student involvement through discussions, debates, 
and group activities. This approach encourages critical thinking and the exploration of diverse 
perspectives on AI-related topics. For example, a class discussion could center on the ethical 
dilemmas of AI in surveillance or healthcare, where students are tasked with arguing for or 
against specific viewpoints. Such debates not only deepen students' understanding of the 
ethical dimensions of AI but also help them develop soft skills like communication and 
argumentation. Participatory learning is particularly effective in addressing societal and 
philosophical aspects of AI, as it engages students in exploring the broader implications of 
technology [52], [60]. 

• In project-based or problem-based learning, students tackle real-world AI problems or 
develop projects that apply AI concepts. This approach emphasizes critical thinking, creativity, 
and problem-solving. For instance, students might work on a project to create a chatbot using 
natural language processing or analyze datasets to predict trends using machine learning 
models. These activities mirror the challenges professionals face in AI fields, providing students 
with practical experience and a portfolio of work. PBL also fosters autonomy and ownership of 
learning, as students must research, experiment, and iterate to achieve their goals. This 
method is particularly valuable in AI education because it aligns theoretical knowledge with 
real-world application, preparing students for industry demands [61], [62].  

• Collaborative learning involves teamwork and peer interaction to solve problems, share ideas, 
and build projects together. In an AI course, students might work in groups to design and train  
simple AI models to leverage the diverse skills and perspectives within the group, encouraging 
knowledge sharing and cooperative problem-solving. Collaborative learning not only enhances 
technical skills but also builds interpersonal skills critical for AI professionals who often work 
in multidisciplinary teams [63]. Platforms like GitHub and Kaggle can be incorporated to 
facilitate collaboration, allowing students to learn version control, dataset sharing, and 
collaborative coding practices. 

• Hands-on learning focuses on giving students practical experience with AI tools, programming 
languages, and platforms. This approach allows students to directly interact with technologies 
like Python, TensorFlow, or Jupyter Notebooks, solidifying their technical expertise. For 
example, a hands-on session might involve training a simple machine learning model to classify 
images. Through such activities, students gain familiarity with the end-to-end AI workflow, 
including data preprocessing, model training, evaluation, and deployment. Hands-on learning 
bridges the gap between theoretical knowledge and practical application, making it an 
indispensable component of AI education [64]. It is particularly effective in building 
confidence, as students see the tangible outcomes of their efforts. 

2.2.3 Learning Tools 

A diverse array of learning tools is essential for supporting effective AI education. These tools, 
encompassing both hardware and software, provide students with the opportunity to engage in hands-
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on experimentation and practical learning. By integrating these resources into the curriculum, 
educators can bridge theoretical knowledge with real-world application, fostering deeper 
understanding and skill development. 

Hardware tools play a pivotal role in offering tangible, hands-on experiences with AI concepts [6], 
[65]. These tools allow students to explore the integration of AI with physical systems and gain insights 
into real-world applications. 

• Robotics kits like Arduino, Raspberry Pi, or LEGO Mindstorms provide an accessible 
introduction to robotics and AI. Students can program robots to perform tasks such as object 
detection, obstacle avoidance, or speech recognition, enabling them to connect AI algorithms 
with physical actions. For example, programming a robot to navigate a maze using AI 
algorithms helps students apply machine learning to solve spatial problems. 

• Sensors and IoT devices equipped with sensors for temperature, motion, or light detection 
offer opportunities to explore data collection and AI-based analysis. Students might use IoT 
devices to develop predictive maintenance systems or environmental monitoring applications, 
reinforcing their understanding of AI’s role in smart technologies. 

• Other physical devices such as drones or robotic arms introduce students to specialized AI 
applications like autonomous navigation or automated manufacturing, providing insight into 
industry-specific use cases. 

 
Hands-on experimentation with hardware not only reinforces theoretical knowledge but also 

cultivates problem-solving skills, creativity, and adaptability, all of which are crucial for AI 
professionals. 

Software tools are indispensable in AI education, offering powerful platforms for designing, testing, 
and implementing AI models [52], [66]. These tools cater to various skill levels and learning objectives, 
making them versatile resources for students. 

• Programming languages – Python is the most widely used language for AI education due to its 
simplicity and extensive libraries, such as TensorFlow, PyTorch, and scikit-learn. The libraries 
allow students to experiment with machine learning, deep learning, and data visualization.  

• AI platforms like Google Colab, AWS AI, and Microsoft Azure Machine Learning provide 
cloud-based environments for developing and deploying AI models to enable students to 
work on large-scale datasets and gain experience with real-world workflows. 

• Simulation tools such as OpenAI Gym or Unity ML-Agents allow students to experiment with 
reinforcement learning and simulate environments for training AI agents. For instance, 
students can program an AI agent to play games, solve puzzles, or optimize strategies within 
a virtual environment. 

• Educational apps and games like Code.org or AI Dungeon incorporate gamification to teach 
foundational AI concepts, keeping students engaged while learning complex topics. For 
example, educational apps might simulate AI decision-making processes or guide students 
through building basic models step-by-step. 

2.2.4 Teacher Training and Support 

The success of AI education depends significantly on the preparedness and support of educators. 
Teachers must possess a combination of technical expertise, pedagogical strategies, ethical awareness, 
and access to ongoing professional development to effectively teach AI concepts and tools. This 
multifaceted approach ensures that educators are equipped to deliver engaging, responsible, and up-
to-date AI education [67]. 

To teach AI effectively, educators need a solid foundation in the technical skills, tools and platforms 
commonly used in the field. Teachers should be adept at using AI programming languages like Python 
and platforms such as TensorFlow or scikit-learn [68]. This allows them to guide students in developing 
and testing AI models. Hands-on familiarity with AI tools and environments, such as Google Colab or 
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Jupyter Notebooks, ensures that teachers can troubleshoot issues and provide real-time support to 
students during projects. Training workshops and certifications can help educators gain these technical 
skills [69]. 

Integrating AI concepts into the classroom requires an understanding of effective teaching 
strategies tailored to AI education [70]. Educators should be skilled in creating lesson plans that 
balance theoretical knowledge with practical applications. Understanding how to use interactive 
methods, such as group projects, simulations, or gamified exercises, helps teachers make complex AI 
topics more accessible and engaging [71]. Teachers should be trained to address varying levels of 
student proficiency, ensuring that both beginners and advanced learners benefit from the curriculum. 

Ethical considerations are central to AI education, and teachers must be prepared to address these 
topics thoughtfully [72], [73]. Educators need knowledge of critical ethical concerns, including 
algorithmic bias, data privacy, and accountability in AI systems. This enables them to guide discussions 
and projects that incorporate ethical reflection. 

Teachers should facilitate debates and case studies on real-world ethical dilemmas, such as the 
fairness of AI in hiring processes or the implications of facial recognition technology to encourage 
students to think critically about the societal impact of AI. Familiarity with global guidelines, such as 
the European Union’s AI Ethics Guidelines, equips educators to teach students about responsible AI 
development. 

Given the rapid pace of advancements in AI, continuous professional development is essential for 
educators to stay current. Regular participation in training programs, webinars, or certification courses 
ensures teachers are familiar with the latest AI tools, techniques, and educational practices. 

Encouraging collaboration among educators through professional networks or communities of 
practice allows teachers to share resources, strategies, and experiences. Providing them with updated 
teaching materials, research, and access to AI tools fosters confidence and effectiveness in the 
classroom [74]. 

Investing in teacher training and support is crucial to the success of AI education. By equipping 
educators, we can ensure that students receive high-quality, responsible, and impactful AI education. 
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2.3 AI Curriculum: Case Study 

The literature on AI integration in higher education reveals several emerging themes and directions, 
clustering around competency development, personalized learning, generative AI tools, and ethical 
considerations. 

A significant focus in the literature is on designing AI curricula that incorporate key skills and 
competencies needed for the digital transformation era. Studies advocate for the integration of AI into 
curricula to support the development of critical thinking, problem-solving, and technical skills relevant 
to engineering and technology. There is an emphasis on competency-based education models, 
ensuring that curricula are structured to build foundational and advanced AI skills progressively. 

AI tools are increasingly used to personalize the learning experience. Intelligent tutoring systems, 
chatbots, and adaptive learning platforms allow for customized educational pathways tailored to 
student needs and performance. This trend highlights AI's potential to enhance learning efficiency and 
engagement through targeted, real-time feedback and support mechanisms. The clustering of studies 
suggests a strong move toward AI-enabled instructional design that focuses on student-centered 
learning experiences. 

The integration of generative AI, such as chatbots and other interactive technologies, is identified 
as a growing trend. These tools are used to facilitate learning, automate administrative and grading 
processes, and provide immediate feedback. The literature indicates a move towards incorporating 
these technologies not only as educational aids but also as core components of the learning process, 
fostering both engagement and efficiency. 

The literature consistently addresses the ethical implications and challenges associated with AI 
integration in education. Concerns about bias, academic integrity, and data privacy are prevalent, 
leading to calls for the development of comprehensive guidelines and ethical frameworks. The findings 
suggest that while AI has transformative potential, its implementation must be managed carefully to 
mitigate risks and promote fairness. 

Another cluster of findings emphasizes the importance of integrating AI literacy early in 
educational settings, particularly in K-12 contexts. Studies advocate for embedding AI into curricula at 
the primary and secondary levels, ensuring that students acquire fundamental AI skills and literacy 
before entering higher education. This trend suggests a strategic focus on building AI competency as a 
continuous developmental process from early education through to HE. 

In summary, the literature indicates a comprehensive approach to AI in education, encompassing 
early integration, personalized learning, competency development, and the ethical management of 
emerging technologies. Future directions include refining AI curricula, enhancing AI literacy from early 
education onwards, and developing robust ethical guidelines to ensure the responsible and effective 
use of AI in educational environments. 

2.3.1 Adapting Curriculum for AI Practice 

The FITPED-AI project undertook a comprehensive initiative to design a curriculum structure that is 
in line with the growing demands of AI education. In preparing the project, the partners proposed an 
AI course structure as a basic framework for integrating AI into higher education, with the aim of 
ensuring that students graduate with both theoretical knowledge and practical skills. The project 
outputs reflect the contributions of all participating partners, emphasizing collaboration and alignment 
with modern AI practices. 

The curriculum structure proposed by the FITPED-AI project is organized into three core areas: 

• AI prerequisites ensure coverage of basic topics such as mathematics, programming, and 
computational thinking to ensure that students have the necessary knowledge to engage 
with advanced AI concepts. 
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• AI fundamentals cover basic topics such as data preparation, knowledge discovery, AI 
methodologies, and machine learning. These courses provide students with a strong 
theoretical and technical foundation in AI. 

• The AI application areas focus on exploring practical applications of AI in domains such as 
natural language processing (NLP), educational data analytics, and cybersecurity, allowing 
students to connect theoretical knowledge with real-world problems. 

 
These courses have been carefully designed to enhance students’ highly specialized AI skills, with 

over 3,000 students participating in the project. 
To maximize the impact of the FITPED-AI project, the curricula of the participating university 

partners have been synchronized, aligning their programs with the newly designed structure: 

• Constantine the Philosopher University (UKF) aligned its Applied Informatics program with 
the defined curriculum structure in 2022. The integration ensures that students receive a 
well-rounded education in AI and prepares them for the demands of the field. 

• The University of Silesia (US) and Mendel University in Brno (MENDELU) have incorporated 
the developed content into selected courses and recommended additional courses as 
supplementary education. This approach has enriched their programs while providing 
students with the flexibility to explore AI topics in greater depth. 

 
The synchronization effort has strengthened the educational offerings of the partner institutions, 

but also set a precedent for joint curriculum development across universities. 
The application of the FITPED-AI curriculum at Constantine the Philosopher University has resulted 

in a structured program covering both the bachelor’s and master’s degrees of the applied computer 
science program. This structure can serve as a model for other universities seeking to enhance their 
AI-related offerings, demonstrating the potential of collaborative projects to address evolving AI 
education needs. 
 

Table 1. Structure of subjects covering AI in the Applied Informatics study program at the UKF in Nitra 

Course (subject) name Content description 
Semester of 

study 

Encoding and Representation of 
Information 

Introduction to methods of encoding and 
representing data, including binary systems, 
multimedia encoding, and efficient data compression 
techniques. 

Bc - 1 

Programming 
Fundamental programming concepts, including 
algorithms, control structures, and data structures, 
using Python. 

Bc - 1 

Programming Seminar 
Practical programming sessions focusing on problem-
solving, debugging, and implementing projects to 
enhance coding skills. 

Bc - 1 

Database Systems 
Design, implementation, and management of 
relational databases, including SQL queries, 
normalization, and database optimization techniques. 

Bc - 2 

Mathematical Principles of 
Language Processing and Machine 
Learning 

Covers foundational mathematical concepts such as 
linear algebra, probability, and statistics as they apply 
to natural language processing and machine learning. 

Bc - 2 

Data Processing in Python 
Techniques for data preprocessing, analysis, and 
visualization using Python libraries like Pandas, 
NumPy, and Matplotlib. 

Bc - 2 

Formal Languages and Automata 
Study of formal grammars, languages, automata 
theory, and their applications in computer science 
and compiler design. 

Bc - 3 



 20 Professional Education in AI 

Course (subject) name Content description 
Semester of 

study 

Computational Complexity of 
Algorithms 

Analysis of algorithm efficiency, computational 
complexity classes 

Bc - 4 

Computer Data Analysis 
Introduction to data analysis techniques using 
statistical tools and computational methods to extract 
insights from datasets. 

Bc - 5 

Artificial Intelligence 

Fundamentals of AI, including search algorithms, 
knowledge representation, decision-making systems, 
and introduction to machine learning and neural 
networks. 

Bc - 6 

Internet of Things 
Overview of IoT technologies, including sensor 
networks, device connectivity, and applications in 
smart homes, cities, and industries. 

Bc - 6 

Introduction to Machine Learning 
Basics of machine learning, covering supervised, 
unsupervised, and reinforcement learning, with 
hands-on examples using real-world data. 

MS - 1 

Social, Moral, and Economic 
Aspects of Informatics 

Examination of the societal, ethical, and economic 
implications of information technologies, including AI 
ethics and privacy concerns. 

MS - 1 

Cloud Technologies 
Principles of cloud computing, including cloud 
architecture, virtualization, and services like IaaS, 
PaaS, and SaaS. 

MS - 1 

Introduction to Information 
Visualization 

Basics of visualizing complex data using charts, 
graphs, and other visual tools to enhance data 
interpretation and decision-making. 

MS - 1 

Knowledge Discovery 
Techniques for discovering patterns, trends, and 
insights in data, focusing on data mining and 
predictive analytics. 

MS - 2 

Neural Networks 
Introduction to artificial neural networks, including 
perceptrons, feedforward, and convolutional 
networks, with practical examples. 

MS - 2 

Virtual Reality 
Concepts and applications of virtual reality, including 
3D modeling, VR system design, and immersive user 
experience creation. 

MS - 2 

Big Data Processing Technologies 
Tools and techniques for processing large-scale data, 
including Hadoop, Spark, and distributed computing 
methods. 

MS - 2 

Deep Data Analysis 
Advanced data analysis techniques using machine 
learning and AI to uncover deep insights and predict 
future trends. 

MS - 3 

Introduction to Natural Language 
Processing 

Basic concepts in NLP, including text tokenization, 
sentiment analysis, and language modeling with AI 
tools. 

MS - 3 

Augmented Reality 
Study of AR technologies and their applications in 
blending virtual objects with real-world environments 
for enhanced interaction. 

MS - 3 

Educational Data Mining 
Focus on extracting patterns and insights from 
educational data to improve teaching strategies, 
learning outcomes, and academic performance. 

MS - 3 
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2.4 AI Benefits in the Educational Process 

Artificial intelligence is transforming the way students learn and engage with educational content, 
making the study process more personalized and efficient. AI-powered tools, such as intelligent 
tutoring systems and adaptive learning platforms, provide tailored feedback and guidance based on 
individual learning needs. Through natural language processing, AI enables interactive experiences, 
such as chatbots and virtual assistants, to answer questions and support students in real time. 
Additionally, AI can analyze learning patterns to identify areas where students struggle, offering 
targeted resources and strategies to improve understanding.  

AI has the potential to fundamentally transform education and bring many benefits, such as 
personalization of teaching, automation of assessments, support of teachers and students, or 
improvement of the availability of educational materials. This can fundamentally change the way 
teachers approach teaching. At the same time, however, it is important to carefully consider the ethical 
and practical issues associated with this technological progress. Educational systems should be 
designed so that AI supports teachers and students, but at the same time the importance of the human 
factor and personal approach in teaching remains. The human factor in teaching remains key, 
especially when building relationships with students and solving complex pedagogical situations. 
Artificial intelligence should be a tool that supports teachers, not replaces them. 

Holmes and Tuomi [75] propose a taxonomy of AI applications in education (AIED), structured by 
target audience and commercialization level:  

• student,  

• teacher,  

• institution.  
 
Student-centered AIED applications include intelligent tutoring systems, AI-enabled applications, 

simulations, AI tools for supporting learners with disabilities, automated essay scoring, chatbots, 
automated formative assessments, learning network orchestrators, dialogue-based tutoring systems, 
exploratory learning environments, and lifelong learning assistants facilitated by AI.  

Teacher-focused AIED tools encompass plagiarism detection, curated educational content 
platforms, classroom monitoring, automated summative assessments, and AI teaching assistants 
(inclusive of assessment support).  

For institutions, AIED applications target student admissions (e.g., selection processes), course 
planning, scheduling, timetabling, security management, identifying students at risk of dropout, and 
digital proctoring systems.  

2.4.1 Student Benefits 

Artificial Intelligence is revolutionizing education, offering transformative ways for students to learn 
and grow academically. AI can help students to learn in a variety of ways. AI enables the customization 
of learning experiences, tailoring educational content to the specific needs, and learning styles of 
individual students. 

 
Personalised learning 

This approach focuses on areas where students need more support while accelerating through 
familiar topics. Based on the analyse of student data AI can create personalised learning paths tailored 
to each student's needs, preferences, and learning style [44], [76], [77]. This means students can learn 
at their own pace, focusing on areas where they need more support and moving more quickly through 
topics they already understand [78], [79]. AI can also suggest relevant learning materials and strategies 
to students based on their individual learning styles and academic performance data [80]. 

AI-powered learning platforms can offer adaptive content delivery that adjusts to the student's 
pace, learning style, and knowledge gaps to resonate the learning materials with learners' preferences 
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and aptitudes [76], [81]. For example, platforms using AI can monitor a student's progress and, based 
on this, offer him study materials and practice tasks that are suitable for him, which improves the 
effectiveness of learning. 

AI can also adapt assessments to the individual learning paths of each student, allowing teachers 
to quickly and effectively address specific learning gaps [78]. For assessment personalization, AI shows 
promise in providing real-time feedback, highlighting areas requiring intervention, and tracking 
progress by analyzing student work processes and responses [76], [82].  

AI can also be used in the intelligent tutoring systems development that provide students with 
personalized feedback and support. These systems can adapt to the student's level of understanding 
and provide targeted instruction that helps them to master the material and act as digital mentors, 
guiding learners toward mastery of complex concepts [83], [84].  

 
Increased engagement and motivation 

AI is making learning environments more interactive and engaging, helping students stay 
motivated and invested in their studies. For example, gamification techniques integrated with AI create 
immersive learning experiences that blend fun and educational value, rewarding students as they 
achieve milestones [44], [78], [81]. Interactive AI tools often adapt to student preferences, ensuring 
the learning experience feels personalized and meaningful.  

Real-time feedback systems powered by AI keep students informed of their progress. This 
transparency allows learners to adjust strategies and stay on track toward academic goals [85], [86], 
[87]. Additionally, AI platforms can modify learning environments to cater to different accessibility 
needs and learning styles, ensuring inclusivity and a tailored approach for all [76]. 

AI also supports the development of self-regulated learning (SRL) skills, which are critical for 
success, especially in online learning contexts. By equipping students with tools for goal-setting, 
progress monitoring, and self-reflection, AI encourages independence and deeper engagement with 
the learning process. These SRL strategies are particularly valuable in environments that demand high 
levels of autonomy from learners [80], [85], [88]. 

 
Impact of generative AI tools 

ChatGPT and other generative AI tools are having a significant impact on education from the 
students' perspective. They have sparked a complex mix of excitement and concern among students, 
leading to differing perspectives on their impact on education. 

Here are some of the key ways GAI tools are positively impacting students: 

• Language learning and communication skills – ChatGPT clones can be particularly 
beneficial for language learning by offering a platform for students to practice dialogue and 
receive feedback, helping them improve their speaking skills and reduce anxiety [2], [89]. 
Students may also use these tools to draft essays and other assignments and get feedback 
on their work, which can be especially helpful for students who are not confident in their 
writing abilities [90], [91]. Students report that the instant feedback provided by these tools 
is very helpful [2], [92]. 

• Personalised learning – generative AI tools can facilitate personalised learning by tailoring 
content and learning paths to individual student needs and providing personalised 
feedback [2], [93]. Students are positive about the potential for AI to provide cheaper and 
more engaging learning opportunities and these, who lack access to human advisors may 
particularly benefit from AI expert systems [94].  

• Accessibility – AI tools can enhance accessibility for students with disabilities. For example, 
they can provide automatic speech recognition, text-to-speech and sign language 
interpretation [95]. There is also potential for AI to help alleviate academic stress for 
students with disabilities [96]. 

• Student supervision and support – AI chatbots can be used to scale mentoring for students, 
especially those on work placements [97]. Students value the potential of AI to create 
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personalised supervisory relationships that enhance their research progress and foster 
critical thinking [98]. AI can also help develop creative thinking and problem-solving skills. 
Modern AI systems can create new, unexpected combinations of ideas and approaches, 
which can inspire and encourage students to find their own innovative solutions. In some 
cases, students can work with AI to solve complex problems, allowing them to improve 
their analytical skills and better understand complex situations [99]. 

• 24/7 availability – AI chatbots and virtual assistants are available to students 24/7, 
providing a valuable resource for those who need support outside of traditional classroom 
hours. Studies show that some students even view AI as more approachable than human 
tutors [89], [100], [101]. 

 
However, alongside their benefits, generative AI tools also raise important concerns and challenges 

in the educational context. These include issues related to academic integrity, over-reliance on AI, and 
the potential for uneven access to these technologies among students. 

• Academic integrity – one of the most significant concerns surrounding generative AI is its 
potential for misuse in academic work. Students are worried about plagiarism and cheating, 
as AI tools can easily generate essays and assignments that are difficult to distinguish from 
original work. There is also concern about the authenticity of students' work and the 
development of critical thinking skills if students rely too heavily on AI for content 
generation [102], [103], [104]. 

• Over-reliance and dependency – while AI can be beneficial, there is a risk of over-reliance 
on AI tools, potentially hindering the development of critical thinking and problem-solving 
skills [105], [104]. Some students worry that becoming too dependent on AI for answers 
and feedback could lead to a decline in their own analytical abilities and motivation to learn 
independently [106], [107]. 

• Impact on human connection – some students are concerned about the potential loss of 
human connection in learning if AI takes on a more prominent role [108], [109]. They value 
the personal interaction and mentorship provided by human educators and fear that 
excessive AI integration could lead to a less engaging and fulfilling learning experience 
[104]. 

• Bias and accuracy – AI models are trained on vast datasets, which can contain biases and 
inaccuracies [110], [109], [104]. Students are aware of the potential for AI-generated 
content to reflect these biases, leading to misinformation and skewed perspectives. 

 
Despite the concerns, a large portion of students have a positive attitude towards the use of AI 

chatbots in education. However, the study in source [110] found statistically significant differences in 
attitudes across genders and fields of study. Female students and students from the humanities and 
medicine were more likely to express negative attitudes and concerns, while male students and those 
in technology and engineering displayed higher usage and optimism. This suggests that different 
groups may experience the impact of AI on education differently [111], [112], [113]. 

It is evident that students are navigating a complex landscape as they try to understand and adapt 
to the integration of generative AI in education. The overall sentiment appears to be cautiously 
optimistic, with students acknowledging both the potential benefits and challenges of these tools. 
Students are particularly interested in how AI can be used to personalise their learning experiences 
and enhance efficiency, but they are also mindful of the potential risks to academic integrity, critical 
thinking skills, and the human element of education. As AI continues to evolve, it is crucial for 
educators and policymakers to address these concerns and work collaboratively with students to 
ensure responsible and ethical integration of these powerful tools into the learning process. 
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2.4.2 Teacher Benefits 

AI can assist teachers in numerous ways, streamlining tasks, enhancing teaching strategies, and 
offering valuable insights into student learning. The sources highlight the following benefits of using AI 
in education. These tools provide educators with innovative solutions to enhance lesson planning, 
improve student engagement, and streamline administrative tasks. By integrating AI into their teaching 
strategies, teachers can focus more on fostering creativity, critical thinking, and personalized support 
for their students. 
 
Reduced workload and administrative tasks 

Student assessment is a time-consuming activity that often takes up a large part of teachers' 
working time. Artificial intelligence can greatly simplify this activity, especially when evaluating routine 
tasks such as grading tests or providing feedback to students. Automated systems can quickly and 
accurately correct tests, homework or exercises, freeing up teachers' hands and allowing them to 
spend more time on teaching [2]. In addition, some systems can provide students with immediate 
feedback, which is key for their further development. This applies, for example, to language teaching, 
where AI systems can correct grammar, language style and pronunciation in real time. The time thus 
saved can be used by teachers for the preparation of new materials, individual consultations with 
students or work with those who require additional support. 

Reduced workload and administrative tasks are probably the most important impact of AI on a 
teacher's job. AI can automate routine tasks such as grading, lesson planning, and handling student 
inquiries [114]. This automation frees up teachers' time, allowing them to focus on more creative and 
engaging aspects of teaching. For example, AI-powered chatbots can address frequently asked 
questions, schedule appointments, and provide basic support to students, thereby reducing the 
administrative burden on teachers [89], [115]. 

 
Helping to prepare personalized education and support 

Lesson preparation is one of the most time- and mentally demanding parts of a teacher's work. AI 
can facilitate this process by offering lesson structure suggestions or recommending suitable learning 
materials. Some systems allow teachers to enter the objectives of the lesson and, based on them, 
create a proposal for the structure of the lesson, which is suitably adapted to specific educational 
objectives.  

AI algorithms can analyze student data to identify individual learning needs and provide tailored 
learning materials and support. This enables teachers to accommodate different learning styles and 
paces, ensuring all students could succeed [2], [116]. Adaptive systems and personalization are key 
areas of AI research in education, with AI being used to tailor content delivery, recommend 
personalized learning pathways, and represent knowledge through intuitive concept maps [3], [117]. 

 
Preparation of improved assessment and feedback 

Teachers can use the assistance of AI in assessing student learning more efficiently and effectively 
[115], [118]. Automated grading systems save time and provide objective, error-free assessments 
[114]. Additionally, AI algorithms can deliver personalized feedback to students, highlighting areas 
needing improvement [2], [119]. These tools allow teachers to offer more targeted support and helps 
students better understand their strengths and weaknesses. 

 
Enhanced student engagement and motivation 

AI can create more interactive and engaging learning experiences. This is achieved through AI-
powered games, simulations, and virtual reality experiences, which make learning more enjoyable and 
relevant for students. Such technologies boost motivation and engagement, encouraging active 
participation in educational activities [89], [120], [121]. 
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Distance education and virtual assistants 
AI can help improve communication between teachers and students, especially in remote learning 

environments. Virtual assistants using AI can provide real-time support to students, both in finding the 
right materials and answering questions [122]. Virtual assistants, or chatbots, can be available to 
students 24/7 to answer their questions, provide basic support with solving problems with 
assignments, or explain more complex concepts. This allows teachers to focus on more complex 
questions and direct interaction with students, while AI takes care of routine questions. These tools 
can significantly improve the effectiveness of learning and reduce dependence on the teacher, which 
is especially useful in situations where the physical presence of the teacher is not possible [123], [124]. 

 
Data-driven insights and decision-making 

Another advantage of AI is the ability to analyze a large amount of data about the progress of 
learning and create comprehensive overviews of student progress based on it. This data can include 
not only test results, but also data on how long it took the student to process certain material, where 
he made the most mistakes, or what type of learning suits him best [125]. In this way, teachers can 
quickly obtain information about how students are progressing, where the most common problems 
appear, and in which areas additional teaching needs to be focused. AI systems can also predict which 
students might have trouble completing a course and suggest steps to take to avoid those problems. 
This kind of predictive analytics allows teachers to quickly intervene and provide students with the 
support they need before problems escalate [126], [127]. 

By analyzing data about students' previous results and performances, AI can recommend materials 
or exercises that are adapted to their individual learning pace. AI enables teachers to gain a deeper 
understanding of their students' learning processes. Learning analytics platforms use AI algorithms to 
collect and analyze data on student behavior and performance [128]. This data helps identify areas 
where students struggle, track progress over time, and support data-driven decisions about teaching 
strategies. 

Adaptive learning platforms that use AI are another important area in which this technology can 
enrich education [129]. These platforms learn based on student behavior and adjust content and 
learning methods to best suit individual needs. For example, AI can recognize when a student 
repeatedly makes mistakes in a certain topic, and based on this, provide him with additional 
explanations or more exercises to help him understand the material better. 

 
Challenges to AI integration in education 

Despite the enormous potential of artificial intelligence in education, there are also challenges and 
ethical issues that need to be addressed. One of them is the issue of privacy and protection of personal 
data. The collection and analysis of large amounts of student data raises concerns about who has 
access to that data and how it is used. Teachers need to be mindful of the ethical implications of using 
AI in education. This includes safeguarding data privacy, addressing algorithmic bias, and ensuring AI 
does not reinforce existing inequalities [2], [73]. 

Another ethical question is possible dependence on AI. Relying too much on technology can lead 
to a decline in skills that are necessary for interpersonal communication and interaction [130]. 

Critics also point to the risk that AI will promote standardized education at the expense of creativity 
and individuality [131]. Although AI can be useful in recognizing patterns and providing targeted 
support, it can also lead to the loss of the human touch that is often necessary to support students' 
emotional and social development. 

Teacher training and skills development is necessary part of effective use of AI tools. Teachers must 
be adequately trained to use AI tools effectively and incorporate them into their teaching practices 
[132], [133]. A lack of technical knowledge and concerns about AI ethics can hinder the development 
and adoption of AI-based curricula [133], [134]. 

AI-powered tools may shift some authority from teachers to AI systems, raising concerns about 
the evolving nature of teacher-student relationships [133]. Teachers must navigate these changes 
carefully, maintaining their roles as educators and mentors while using AI as a supportive tool. 
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Despite these challenges, AI has the potential to significantly enhance the teaching and learning 

experience. By automating tasks, personalizing learning, and providing valuable insights into student 
progress, AI empowers teachers to become more effective and efficient in their roles. 

2.4.3 Recommendations for Applying AI in Education 

The integration of AI in education requires strategic and thoughtful application to ensure that it 
effectively supports teaching and learning processes. Below are key recommendations for teachers to 
make the most of AI tools in education. By applying these recommendations, teachers can effectively 
leverage AI to enrich the educational experience, improve student outcomes, and foster a balanced, 
ethical approach to technology use in the classroom. 

• Develop AI literacy at the student and teacher level – equip both groups with the knowledge 
and skills to understand AI technologies, interact with them, and critically evaluate 
outcomes, with an emphasis on raising awareness of the ethical and societal implications 
of AI [135], [136]. Before implementing AI tools, teachers should familiarize themselves 
with their capabilities, strengths, and limitations. To maximize AI’s potential, teachers need 
ongoing training and support. Staying updated on advancements in AI tools helps educators 
refine their approaches and integrate new technologies effectively. Understanding what AI 
can and cannot do ensures realistic expectations and appropriate use. For example, AI can 
automate assessments and generate personalized content, but it can struggle with 
ambiguous decision-making or ethical considerations. Ensure participation in workshops or 
training on AI tools relevant to education and engage with case studies or resources to gain 
practical insights. 

• Choose AI tools in line with learning objectives and learning strategies. Adaptive learning 
platforms are great for personalizing instruction, while AI chatbots can effectively handle 
common questions or provide on-demand support. Evaluate AI tools based on their ability 
and usefulness to meet curriculum requirements, increase student engagement, and 
provide useful information aligned with learning content and appropriate methodologies 
[137], [138], [139]. 

• Leverage AI for personalized learning [87]. With AI algorithms able to analyze student 
performance data to identify strengths, weaknesses, and preferred learning styles, it is 
possible to provide content based on students’ individual needs, ensuring that no student 
is left behind [140]. Teachers can also use this information to provide personalized 
feedback, adjust plans, and recommend customized learning materials. Also, emphasize 
self-regulated learning – encourage students to develop metacognitive skills and strategies 
to manage their learning using AI tools. This will teach students to take responsibility for 
their learning process [141]. 

• Encourage reflective practices – help students understand how AI works, its benefits and 
limitations, which will support their digital literacy and prepare them to use AI responsibly 
in academic and professional settings. Encourage students to critically analyze their 
interactions with AI and consider the implications for their learning and future careers 
[142], [143]. 

• Teachers play a crucial role in supporting the ethical and responsible use of AI in education 
by addressing key issues such as bias, privacy, and the potential impact of AI on the 
workforce. These topics should be openly discussed with students to raise awareness and 
sensitivity to their implications [144]. Encouraging critical thinking about AI's applications 
and limitations is essential, along with fostering responsible development and ethical use. 
Transparent communication about how AI tools are utilized and what data is processed 
builds trust and helps students understand AI’s role in their education. Furthermore, it is 
important to ensure that AI-powered educational tools are accessible to all students, 
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regardless of their background or abilities, which includes addressing biases in AI systems 
and promoting equitable access to technologies to avoid exacerbating existing inequalities 
[145]. 

• AI is designed to enhance, not replace, the role of the teacher in education. It should be 
viewed as a complement to traditional teaching methods, enriching the learning experience 
while preserving the essential human element [124], [146]. Students should be encouraged 
to collaborate with AI tools rather than passively rely on them. For example, AI can assist 
in brainstorming, drafting essays, or solving complex problems, but it is critical that 
students evaluate and refine the outputs to foster deeper understanding and critical 
thinking. Assignments that require students to creatively use AI tools while emphasizing 
their own input and analytical skills can highlight the importance of the human role in the 
process. Additionally, AI tools can automate repetitive tasks such as grading or lesson 
planning, freeing up teachers’ time for more creative and interactive teaching activities. 
However, the outcomes of these automations should be closely monitored to ensure they 
align with educational goals and maintain quality [23], [130]. 

• Collaboration with school administrators, IT staff, and fellow educators is essential for the 
successful implementation of AI tools in education. Teachers should work as part of a team 
to evaluate, implement, and scale AI tools across the institution. Sharing best practices, 
experiences, and lessons learned within this collaborative framework ensures a smoother 
integration process and supports the effective use of AI to improve educational outcomes 
[147], [148]. 

• Institutional development and support are essential for the sustainable integration of AI in 
education. Providing teachers with ongoing training and professional development 
opportunities is critical to equipping them with the skills needed to effectively integrate AI 
into their teaching practices. This includes developing competencies in data interpretation, 
implementing adaptive tools, and addressing ethical issues related to AI use. Collaboration 
between educators and technologists should also be prioritized to bridge the gap between 
pedagogical needs and technological solutions. Interdisciplinary collaboration is equally 
important, fostering the development of innovative and pedagogically sound AI-powered 
learning tools that align with educational goals and principles, ensuring meaningful and 
effective AI integration [149], [150]. 
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3 Active Learning 

Active learning is a teaching methodology that prioritizes active student engagement, fostering a 
dynamic learning environment where students participate in constructing their own knowledge. Unlike 
traditional models of passive instruction, such as lectures where information flows unidirectionally 
from teacher to student, active learning places students at the center of the educational process, 
encouraging interaction, exploration, and critical reflection. 

Scholars define active learning as instructional methods that involve students directly in the 
learning process. Prince [151] describes it as "any instructional method that engages students in the 
learning process," while Bonwell and Eison [152] emphasize its focus on “students doing things and 
thinking about what they are doing.” These definitions highlight the multifaceted nature of active 
learning, which includes hands-on activities, collaborative efforts, and real-world problem-solving 
scenarios [153]. 

This approach aligns closely with constructivist theories of learning, such as social constructivism, 
which suggest that knowledge is actively constructed through social interactions and meaningful 
engagement with the environment. Active learning strategies such as problem-based learning, where 
students tackle real-world challenges in collaborative settings, and teamwork-based collaborative 
learning, which promotes communication and interpersonal skill development, exemplify this 
philosophy [154].  

The benefits of active learning are well-documented, ranging from enhanced student engagement 
and motivation to improved critical thinking and problem-solving skills [155], [156], [157]. By actively 
participating in the learning process, students develop a deeper understanding of the material, retain 
knowledge longer, and gain confidence in their abilities. Furthermore, the incorporation of technology, 
including AI-driven platforms and tools, has expanded the scope of active learning. AI can facilitate 
personalized feedback, adaptive content delivery, and interactive environments that resonate with 
individual student needs [107], [137], [158]. 

Active learning is thus an essential approach for modern education, bridging the gap between 
theoretical knowledge and practical application while preparing students with the skills and confidence 
they need to succeed. 

3.1 Key Characteristics 

Active learning is characterized by specific elements that differentiate it from passive learning 
approaches. These features collectively create an engaging, participatory, and interactive learning 
environment that fosters deeper understanding and skill development: 

• Student participation – active learning prioritizes student involvement through activities 
such as reading, writing, discussions, and problem-solving. These activities require students 
to actively engage with the material, shifting the focus from passive reception of 
information to active exploration and application [159]. 

• Engagement and understanding – by experiential and interactive tasks students learn 
through hands-on activities, problem-solving, discussions, and collaborations. They actively 
engaging with the material, develop a better understanding of the subject and retain 
information more effectively [160]. This hands-on approach encourages curiosity and 
deeper cognitive processing, which enhances long-term retention.  

• Knowledge construction based on active learning emphasizes the construction rather than 
its transmission. Students actively create meaning by interacting with the content, engaging 
with peers, and participating in activities that challenge them to think critically and apply 
their knowledge [161]. 

• Active learning promotes higher-order thinking by engaging students in activities that 
require critical thinking, analysis, synthesis, and evaluation, allowing them to apply their 
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knowledge and develop problem-solving skills. Additionally, research shows that active 
learning methods significantly improve information retention compared to traditional 
passive approaches [162], [163]. By involving students in meaningful and interactive tasks, 
active learning fosters stronger connections to the material, making it easier for students 
to recall and apply what they have learned. 

• Facilitated by technology – technology, including AI-powered tools, can play a key role in 
supporting and enhancing active learning. For example, AI-based chatbots can provide 
personalized feedback, guidance, and interactive learning experiences. Platforms that allow 
for real-time tracking of student progress during classroom coding exercises can also 
support active learning [154], [164]. 

3.1.1 Active Learning Techniques and Benefits 

Active learning offers a diverse range of techniques designed to foster participation, collaboration, 
and critical thinking. Active learning can be facilitated through various methods, including interactive 
teaching methodologies that incorporate web-based and face-to-face instruction. These methods can 
be adapted to various educational environments to maximize engagement and learning outcomes: 

• Flipped classrooms where students review lecture material or readings before class, freeing 
up in-class time for active learning activities like problem-solving, discussions, or group 
work [165]. This approach works well in both face-to-face and online settings. 

• Interactive labs, experiments and simulation based learning offer hands-on activities in 
laboratory settings allow students to test hypotheses, analyze data, and draw conclusions 
[166]. These activities are common in STEM education and foster experiential learning. 
They are also suitable for solving problems by AI tools [146]. 

• Collaborative learning – many active learning strategies incorporate collaboration, such as 
group work, discussions, or peer feedback. This teamwork helps students develop 
interpersonal skills, improve communication, and learn to work effectively in diverse 
groups [159]. 

• Collaborative digital tools are covered by platforms like Google Workspace, Padlet, or 
discussion boards and can enable collaborative editing, brainstorming, and sharing of ideas 
in virtual environments. These tools are essential for remote and blended learning contexts 
[70]. 

 
In addition to techniques in virtual environments, “classical” techniques based on face-to-face 

communication, are sometimes also used [159]: 

• Case studies – analyzing and discussing real-world cases to apply theoretical knowledge or 
practice skills. 

• Role-playing – students act out scenarios to explore concepts in real-world contexts. 

• Peer learning – students teach or learn from their peers, reinforcing their understanding of 
the material. 

• Short class discussions – focused, interactive conversations to clarify and deepen 
understanding.  

• Debates – structured arguments that encourage critical thinking and the exploration of 
multiple perspectives. 

• Group projects – collaborative tasks where students work together to achieve shared 
objectives. 

• Think-pair-share – a quick strategy where students think individually, discuss with a partner, 
and share their ideas with the group. 

• Just-in-time teaching – adjusting instructional content based on student feedback or 
performance right before the lesson. 
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Active learning, grounded in cognitive learning theories, emphasizes the active role of learners in 
constructing their knowledge. It aligns closely with self-regulated learning, where students take 
initiative, monitor their progress, and adapt strategies to achieve learning objectives. This approach 
offers a wide array of benefits that contribute to deeper understanding, skill development, and overall 
student success. 
 
Increased engagement and motivation 

Active learning creates a dynamic and interactive educational environment, making learning more 
relevant and stimulating for students. By engaging directly with the material through hands-on 
activities, discussions, and problem-solving, students find the process more enjoyable and meaningful 
[153], [167]. This heightened engagement often leads to increased motivation, as students see the 
value of their participation and the relevance of the content to real-world scenarios [168]. 

 
Deeper understanding and improved retention 

When students actively engage in the learning process, they are more likely to process and 
internalize the information deeply. Active learning encourages students to connect new concepts with 
prior knowledge, apply theoretical ideas in practical contexts, and reflect on their learning. These 
processes enhance comprehension and lead to better retention of information compared to passive 
learning methods, where knowledge is simply absorbed without interaction [157], [169]. 
 
Development of critical thinking and problem-solving skills 

Active learning challenges students to analyze information, evaluate options, and make decisions, 
fostering critical thinking and problem-solving abilities. Activities such as case studies, debates, and 
role-playing push students to explore multiple perspectives and devise creative solutions to complex 
problems are essential for success not only in academics but also in professional and real-world 
contexts [153], [167]. 

 
Enhanced collaboration and communication skills 

Many active learning techniques involve group work, peer interactions, and discussions, which help 
students develop collaboration and communication skills. These activities require students to 
articulate their ideas clearly, listen actively, and work effectively within a team. The ability to 
collaborate and communicate effectively is a transferable skill that benefits students in academic, 
social, and professional settings [157], [167]. 

 
Increased student confidence and self-efficacy 

Active learning empowers students to take charge of their education, boosting their confidence in 
their abilities. By actively participating in their learning journey and achieving success through their 
efforts, students develop a sense of self-efficacy [159], [170]. This belief in their capability to learn and 
solve problems translates into improved performance and a more positive attitude toward learning. 

 
Development of transferable skills 

Active learning fosters the development of skills that extend beyond the classroom. Activities such 
as group projects, problem-solving tasks, and collaborative discussions help students cultivate 
teamwork, adaptability, and effective communication [157], [171]. These transferable skills are 
invaluable in various settings, including higher education, the workplace, and everyday life. 

3.1.2 Role of AI in Active Learning 

Artificial intelligence plays a transformative role in fostering active learning by enhancing learner 
engagement, personalization, and interactivity. By aligning with the principles of active learning, AI 
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offers innovative tools and methodologies that empower students to take an active role in their 
education, promote critical thinking, and facilitate meaningful knowledge construction. 
 
Interactive assessment and real-time feedback 

AI can power interactive tools and simulations that engage students in hands-on activities, problem-
solving, and critical thinking [172], [173]. Real-time feedback from AI systems is a key component that 
supports active learning. Traditional feedback was often delayed, reducing its effectiveness. Providing 
rapid feedback from learning systems improved the learning experience for students, but if the 
assessment required more than just comparing the correct answer with the student’s answer, the 
feedback again depended on a live teacher. The first swallow showing the possibilities of AI was the 
integration of tools that allowed for automatic evaluation of the correctness of source code. Artificial 
intelligence brought interaction instead of static tests with AI-driven tools that adapt questions based 
on their answers and ensure the optimal level of challenge. It has also enabled the creation of tasks 
that are not limited to multiple-choice questions, but can include simulations, scenario-based problem-
solving, and even real-time coding challenges in both IT and STEM education [174]. 

 
Personalized learning experiences 

Personalization is one of the most significant contributions of AI to active learning. By analyzing vast 
amounts of data, AI systems can identify individual learning preferences, strengths, and areas for 
improvement [172], [173]. This enables customized learning paths that keep students engaged at the 
right level of challenge. Personalization also applies to pacing, ensuring that students don’t feel 
overwhelmed or bored. Adaptive learning systems adjust the difficulty level of tasks in real time, 
allowing advanced learners to progress more quickly while providing additional support for struggling 
students. AI-powered platforms can also adapt to different learning styles [175]. For example, visual 
learners can benefit from infographics or video tutorials, while auditory learners can benefit from 
podcasts or voice explanations. This allows each student to actively participate in their learning in a 
way that aligns with their individual needs. 

 
Student self-control and agency 

AI empowers students to take ownership of their learning process, and through adaptive platforms, 
students can customize their learning paths and decide what, how, and when they learn. 

Content systems typically provide access to educational content from anywhere, anytime. This 
gives students the ability to learn at their own pace while also reinforcing their sense of efficiency and 
self-discipline [176]. By allowing students to control the timing, content, and delivery, these tools align 
with the principles of active learning. For example, a language learner can choose grammar exercises, 
practice speaking through AI-powered voice assistants, or take real-time quizzes. This level of 
customization helps students feel more in control of their learning outcomes, which is key to 
maintaining engagement and motivation [177]. 

AI systems typically encourage students to explore their interactions with the technology itself 
through their features. They allow them to track their own learning, errors, progress towards correct 
solutions, and distribution over time. Through the visualization of educational data, they support 
students in understanding what is happening in the system and how to evaluate student behavior 
[173], [178]. 

 
Critical thinking and problem solving 

AI can power a range of interactive learning tools and resources, such as educational games, 
simulations, and virtual labs. These environments can provide students with opportunities to apply 
knowledge in engaging and meaningful ways. For example, AI can be used to create realistic scenarios 
in which students can practice problem-solving, decision-making, and collaboration, critical thinking, 
and teamwork skills. Simulations place students in real-world contexts where they must analyze data, 
evaluate options, and make decisions. These activities align closely with the principles of active 
learning because they require students to engage deeply with the content [179], [180]. 
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For example, medical students can use AI-powered simulation to diagnose and treat virtual 
patients, receiving real-time feedback on their decisions. This hands-on experience not only reinforces 
theoretical knowledge, but also hone practical skills in a risk-free environment [181]. Similarly, role-
playing scenarios powered by artificial intelligence can help students explore complex issues such as 
ethical dilemmas or policy decisions, fostering critical analysis and creative problem-solving. 

 
Supporting personalized content with generative AI 

Generative AI tools like ChatGPT allow students to explore topics interactively and dynamically by 
asking questions, requesting explanations, and changing their perspective on a given issue. By engaging 
in discussions with AI, students can delve deeper into the subject and actively build their knowledge. 
Chatbots can answer questions, clarify doubts, and offer advice or prompts to keep students engaged 
and moving forward. This on-demand support supports self-directed learning and helps students 
overcome challenges on their own [154], [182], [183]. 

On the other hand, these tools also help students create original content like essays, presentations, 
or reports. By providing advice on structure, style, and argumentation, AI improves the quality of 
students’ output and teaches them subconsciously. 

 
Monitoring student progress and intervention 

Artificial intelligence can continuously monitor student progress during active learning activities, 
serving not only the needs of individual students but also teachers and the wider educational process 
[172]. These systems enable the tracking of engagement, performance and areas of interest, and offer 
insights into learning patterns. AI provides teachers with detailed data on student behavior, helping to 
identify areas where students may need additional support. Virtually real-time feedback enables early 
intervention and personalized guidance, ensuring students stay on track and receive the help they 
need. In addition, ongoing research is focused on improving AI’s ability to predict potential risks, such 
as early course completion or underperformance, enabling proactive strategies to support student 
success [127], [184]. 

3.1.3 Active Learning Shortcomings 

While active learning offers significant advantages, it's important to acknowledge its potential 
shortcomings, particularly regarding implementation and scalability: 

• Increased time and effort – active learning often requires more preparation and planning time 
for teachers compared to traditional lecture-based approaches. Designing engaging activities, 
developing resources, and facilitating group work can be time-consuming. Teachers may also 
need to invest additional time in providing individualized feedback and support to students 
[185], [186]. 

• Challenges in large classrooms – implementing active learning strategies can be challenging in 
large classrooms. Managing group dynamics, ensuring participation from all students, and 
providing adequate individual attention can be difficult with a high student-to-teacher ratio 
[187]. 

• Resistance from students and teachers – students accustomed to passive learning 
environments might initially resist the shift to active learning. They may feel uncomfortable 
with increased participation and responsibility for their learning. Similarly, some teachers may 
be hesitant to adopt active learning approaches due to unfamiliarity, time constraints, or 
concerns about classroom management [89], [185]. 

• Assessment challenges – assessing learning outcomes in active learning environments can be 
more complex than in traditional settings. Active learning often focuses on developing higher-
order thinking skills and problem-solving abilities, which may not be easily measured using 
traditional assessment methods [181], [187]. 
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• Resource requirements – implementing some active learning strategies may require 
additional resources such as technology, materials, or dedicated learning spaces. For example, 
problem-based learning often requires access to real-world data, simulations, or case studies, 
which may not always be readily available [185], [186]. 

 
Despite these shortcomings, the benefits of active learning generally outweigh the challenges. 

Educators must carefully consider these limitations and plan accordingly to ensure successful 
implementation. However, by fostering student engagement and promoting deeper understanding, 
active learning can significantly enhance the educational experience for both teachers and students. 

3.2 Project FITPED-AI: Case Study 

Following part was published as a part of the article based on FITPED project activities at the DLCC 
2022 conference to explain proposed and implemented solution to support active learning in AI 
education. 

In research connecting AI and education, the authors aim most often on AI contribution and 
application in education [188], adoption of AI in the university environment [189] or to specific 
scientific or educational areas in which AI tools are used [190], [191]. 

A study [190] shows widespread agreement that introductory AI courses are generally challenging 
to teach in engineering programs despite growing enthusiasm for AI education. According to [192], 
[193], the reason is wide broad of AI and its complexity caused by many advanced topics and 
techniques. A secondary reason is the constant updating of content due to the research and creation 
of new types of AI applications, which is related to the rapid obsolescence of knowledge, often within 
a very short period. 

Integrating AI into the engineering study brings many advanced topics such as pattern 
identification, decision-making, and combining them into higher levels of reasoning abilities, 
sequential control, plan generation and integrated intelligent agents. Langley [193] defines the 
following requirements supporting integration: 

• Present a system perspective that shows how mechanisms interact to produce intelligence (to 
combat views that AI is a collection of disconnected algorithms). 

• Give students experience with encoding representational content that mechanisms interpret 
to produce behaviour (to clarify the centrality of structured representations in intelligent 
agents). 

• Present topics in a cumulative manner, with later material layered on the earlier content, much 
as calculus builds on algebra, which draws on arithmetic (to emphasise the hierarchical 
character of intelligence). 

• Teach students not only how to use AI methods but how to construct them from simpler 
components (to give them the ability to develop their own mechanisms when existing ones do 
not suffice). 

• Cover important abilities exhibited in human intelligence even when they are challenging to 
formalise (to show the link between AI and psychology that address many of the same core 
phenomena). 

 
The reason for these requirements is a lack of understanding of the basic principles of AI, the 

solution of isolated (partial, abstract) problems, as well as the fact that AI teaching is currently mainly 
oriented to the use of existing libraries without the necessity of an internal understanding of their 
principles. According to [190], pedagogical research on the design of curriculum and teaching methods 
for AI training is relatively rare. 

Considering the scope of the AI introduction curriculum, a typical representative of which is, e.g. 
book [194], used to teach in more than 1500 universities, integrating the above requirements is almost 
impossible. However, preparing educational content that can capture and retain the interest of 
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students less skilled in abstract thinking is a constant challenge for authors. This statement is evidenced 
by the number of publications aimed at providing basic knowledge in the field of AI [195], [196], [197], 
[198].  

A popular output aimed at popularising artificial intelligence to the public is the course Elements of 
AI (https://www.elementsofai.com/) developed by the University of Helsinki and first launched in 
Finland in 2018. This course presents elements, problems, and selected solutions from the field of AI 
at the level of high school knowledge in an exciting way. According to [199], the overall experience 
setting up and running the course was very interesting and rewarding. Moreover, its impact was 
considerable, with many companies requesting the opportunity for their employees to participate in 
the course. 

Based on modern principles of digital content creation [200], [201], authors' experiences [202] and 
the popularity of Elements of AI, the requirements for the effective provision of essential knowledge 
for the broadest possible community of AI users (and consumers) can be defined as follows: 

• active learning – the emphasis must be on dynamic content; the content creator must prefer 
explanations using examples and solving tasks, 

• allow students to make mistakes and look for better solutions - prioritise content in the form 
of activities allowing them to make mistakes, optimise the solution, improve, and compete 
with each other, 

• prioritise practicality at the expense of abstractness, even if the practical solution does not 
quite correspond to the theoretical basis - especially in the introductory chapters, where it is 
necessary to "build the user's relationship with AI", 

• put less emphasis on the amount of content versus more focus on understanding it and 
building practical skills, 

• divide the content into smaller units and "close them", thanks to which the student will have 
the feeling that he has already mastered some areas, even if they are only a prerequisite for 
understanding other topics, 

• to support the mutual evaluation of students' solutions, the benefit of which is the 
understanding of different ways of thinking and approaches to solutions. 

 
Even though, we can find many courses focused on AI and specific areas of AI on educational portals 

(Table 2), they mostly do not meet the above-mentioned requirements. The reason is that the creation 
of such content is demanding and laborious, and there is a risk that during the preparation of the 
learning materials, the content will become outdated before they are completed. As a result, linear 
courses in the form of video lectures or video tutorials of varying quality are created. Moreover, 
despite the success and indisputable quality of the content, they often include the shortcomings 
mentioned in [193]. 

 
Table 2. The number of some types of AI-focused courses/educational materials on selected educational platforms (August 
2022). The content of AI and Data science often overlaps in the courses, so this area was also included in the survey (Other 
popular portals, e.g. Khanacademy.org, and Udacity.com, contained a significantly smaller number of courses covering the 

given areas). 

Educational portal Artificial 
Intelligence 

Data 
Science 

Machine 
Learning 

Deep 
Learning 

Natural 
Language 
Processing 

Coursera.org 731 1.506 676 269 79 
Edx.org 242    345 208 224 12 
Udemy.com 
number of users in Udemy 
courses 

353 
2.435 mil. 
learners 

2.593 
6.5 mil. 
learners 

624 
7.0 mil. 
learners 

238 
1.75 mil. 
learners 

97 
0.565 mil. 
learners 

Total 1.316 4.444 1.138 731 188 

 
The data in Table 2 shows a strong interest in AI and selected areas that overlap or are part of it. 

https://www.elementsofai.com/
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3.2.1 Learning Forms Suitable for Teaching AI 

The primary target group of university students focused on IT expects an effective acquisition of 
knowledge and practical skills, emphasising simplification. In other words, they wish to learn highly 
specialised knowledge and skills in AI following their habits to be ready for a career in AI (regardless of 
whether they finally choose it). Therefore, increasing the level of highly specialised knowledge and 
skills of students who consider or have already decided on a career in AI will be realised using a work-
based learning strategy with elements of active-based, collaborate-based and problem-based learning. 

Active learning, which transfers responsibility for progress in the educational process to the 
student, is one of the most effective and probably the most suitable form of education for building 
knowledge and skills in AI. According to [203], active learning as an instructional approach includes 
different forms of activation, such as increased physical activity, interaction, social collaboration, 
deeper processing, elaboration, exploration of the material, etc. Active learning from this point of view 
is defined and viewed mostly through student activation. Other authors [204] proved that active 
learning leads to better outcomes than comparatively passive forms of instructions.  

If it is considered that studying AI represents the same leap in thinking as learning to program, then 
it has to be also taken into account the results of flipped classroom experiments [205], [206], [207]. 
This method is one of the few that undoubtedly improves student results. However, its success is 
strongly conditioned by strict adherence to defined rules and measures that ensure students do their 
homework honestly [184].  

Another provably functional and currently functioning approach is microlearning supporting and 
enabling study within short time intervals [208]. Moreover, if it is supplemented with appropriate 
gamification elements, it will demonstrably increase the satisfaction and motivation of students [209]. 

Based on [210], it can be stated that the combination of micro-learning, gamification, immediate 
feedback, and the automatically evaluated program assessment increased the quality of the training 
of experts in the field of programming. These elements represent the basis, integrated into the 
educational environment, enabling self-study with the automatic evaluation of results within the 
framework of microlearning, as well as automatic evaluation of programs and provision of feedback. 
The virtual learning environment Priscilla [211] can serve as an example and starting solution. 

What does teaching AI require in addition to teaching programming? Suppose the teaching of AI 
follows the teaching of programming supported by an educational system with the features mentioned 
above. In that case, it is appropriate to integrate AI content into the same environment.  

As a result, students meet a familiar environment and are not distracted by unknown functionalities 
and rules. They can thus fully concentrate on studying the content. However, from the view of the 
system creators, it is essential to identify the modules necessary to explain the initial problems of AI 
and thus ensure the closest possible connection between the perception of the real world and its 
transformation into tasks. For this purpose, the careful development of interactive modules enabling 
various kinds of experimentation (decision making, deductive reasoning, genetic algorithms, heuristic 
algorithms, etc.) is necessary. 

The work of a data scientist is very often intertwined with the use of an environment using Jupyter 
notebooks where students write code that processes data and generates outputs prepared for 
interpretation. Sometimes the work ends at this point, and sometimes, the result is a model that will 
be deployed to solve the problems of the given class. If the student should follow these steps, he needs 
a tool that allows him to experiment with data, obtain the created model, verify its functionality, 
success, overfitting, speed, etc. 

In the context of the existing educational system supporting the teaching of programming and the 
requirements mentioned above for the education of AI, the learning objects for AI courses can be 
defined as follows: 

• microlearning – introduction to the issue, familiarisation with terms, presentation of 
superficial relationships and practice of simple tasks, 
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• automatic source code evaluation – will be available to prepare assignments, especially in the 
case of initial familiarisation with libraries, 

• domain- and problem-specific independent modules enabling the solution of specific tasks 
defined as snapshots of reality; this part represents the most time-consuming activity of 
creating tasks focused primarily on motivating and building the educator's relationship with 
AI, 

• Jupyter notebook ecosystem – represents an environment in which students, who master the 
essential topics, can experiment and transform real-world problems into it; mastering this 
environment is also a prerequisite for applying in the field of data science and/or AI, where 
Jupyter notebooks are widely used, 

• collaboration, competition, and gamification – the training of AI professionals should be 
implemented through a learning strategy integrating the parts of active, collaborative and 
problem-based learning, using gamification and competition, which can make learning more 
interesting, more fun, more friendly, and more practical. 

3.2.2 Technological Background for AI Learning Environment 

As the output of the FITPED and FITPED-AI project consortium consisted of universities and SME 
organisations, the educational model and virtual learning environment focused on teaching 
programming languages were designed and implemented [212], [211]. 

The system combines microlearning and automatic evaluation of source codes, but it was designed 
to support the integration of other elements and activities as efficiently as possible. The system 
includes a web development environment that allows writing, running, and debugging programs 
without installing any supporting applications on the computer (Figure 1). Instead, the code is saved, 
executed and run on the server. 

 
Figure 1. Web interface dedicated to solving and code writing in PRISCILLA system. 

 

To leave task solving to powerful server processors is a standard approach even in environments 
oriented to solving AI tasks. The primary reason is that to obtain a result, the programs, in many cases, 
need high performance and a long time, which cannot generally be provided on local devices. 

The requirement for solving tasks and experimenting with data is currently most often 
implemented by Jupyter notebook technology [213]. Thanks to its openness, simplicity, and constant 
development, it has become a popular tool in teams focused on data science and AI. Currently, it is 
used not only as a format used in the processing of data in science but also in the education [214]. Its 



 37 Professional Education in AI 

strength lies in combining text, source code and editing and running this code any time with a single 
click. Furthermore, the results are or can be displayed as part of the document content. 

Jupyter server/notebook technology has a significant disadvantage, which was recently identified 
by the authors during its maturation – to use the computing and processing components, it is necessary 
to run the content from the given server – because notebooks could work via localhost by default 
[215]. This approach made cooperation with other systems and front-end applications difficult or 
impossible. 

The Jupyter Kernel Gateway (JKG) technology is currently used as one of the alternatives enabling 
the communication between an independent front-end and a Jupyter server running on the backend. 
According to [216], JKG is a web server that provides headless access to Jupyter kernels. As a result, 
the independent applications communicate with the kernels remotely through REST calls and 
websockets rather than ZeroMQ [217] messages.  

Thanks to JKG, it was possible to implement modules that ensured communication with the Python 
language kernels, usually used to solve data science and artificial intelligence tasks. A single kernel can 
be simultaneously connected to one or more front-ends.  

To integrate the Jupyter infrastructure into the used Priscilla system and enable communication 
with Python kernels, it was necessary to create a clone of the design of a standard Jupyter notebook 
and enrich it with possible additional features (the ability to stop the program, friendly insertion of 
input data into the running program, the ability to combine with rich text, etc.) An example of the 
prepared content (from the FITPED-AI project) is presented in Figure 2. 

 

 
Figure 2. Integration of the Jupyter notebook design into the Priscilla system (a case study of the FITPED-AI project) 

Integration of the Jupyter notebook clone environment with the backend technology of the Jupyter 
server in connection with the proven features of the Priscilla system provides the new system with all 
the original benefits (microlearning, gamification, automatic evaluation of source code, 
communication between users, etc.). A new logical and communication structure is presented in Figure 
3. 

The key part of the model is the Learning environment, which provides the content for the 
user/student and communicates with other modules with the aim of, e.g. checking the answer 
correctness, logging the student's activity and attempts, providing assistance or help etc. 

The Learning environment also includes separate modules dedicated to code writing or AI task 
solving in the Jupyter microenvironment (presented in Figures 1 and 2). These modules require 
communication with modules executing programs.  
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Figure 3. Logical and communication structure of the technological solution ensuring coverage of the requirements of the 

educational model over the Priscilla system (a case study of the FITPED-AI project) 

The first module is the web interface of the source code editor, with the backend covered by the 
Virtual Programming Lab server [218], which supports the execution of programs in various codes. 
Communication starts initially via REST API, then continues via websocket. The results of the program 
can be verified against the expected inputs, or the environment allows only program execution and 
communication through the console (entering inputs and reading outputs). 

AI source code editor is defined by a structure consisting of cells that can contain various forms of 
text (images or equations) and source code currently in Python. The code in each cell can be executed 
independently, or the cells can contain pieces of code that follow each other. Each cell can be run 
separately and any number of times. When the code is started for the first time, a kernel is created on 
the server (via the REST API) in Jupyter Kernel Gateway. This kernel then communicates with the user 
via websocket. Listing of results and loading of inputs takes place in its own front-end interface. The 
results are always listed under the cell whose code was run. 

The evaluation module checks the correctness of the answers on three levels at the moment when 
the user decides to submit the task. Currently, three types of verification are available - validation of 
the solution from microlearning (compares against the database of correct answers), verification of 
the correctness of the program and verification of the results of the AI program (compares against the 
defined correct outputs for the prepared inputs). 

All user attempts and responses are stored by the Educational Data Collection module tools, scored 
concerning gamification rules in the Gamification module, and logged as problematic in case of non-
standard behaviour within the System module. 

The Content provider is an essential part of the system. It ensures the creation of content based 
on individual types of educational objects and enables their organisation into lessons, chapters, 
courses, competitions, etc. In addition, questionnaires and discussions about the content are part of 
the module. 

New modules of the system are currently in pilot operation, and content creation for courses in AI 
has been started. 

3.2.3 Educational model 

The main output of the project FITPED-AI is an educational model for building highly specialised 
skills at the university stud programs focused on AI. The model should increase IT students' interest in 
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artificial intelligence by better understanding and mastery of educational content, increasing the level 
of highly specialised knowledge and skills of graduates and developing students' vocational and lifelong 
learning habits.  

Newly developed modules needed to teach artificial intelligence courses will provide immediate 
feedback and support students' projects in artificial intelligence. The created educational content will 
consist of lessons for learning prerequisites of AI, classes for teaching basics of AI (data preparation, 
knowledge discovery, artificial intelligence, machine learning) and courses for teaching application 
domains of AI (natural language processing, educational data, cybersecurity). In addition, educational 
data will be collected within several rounds of courses, which will be used for identifying students' 
behaviour and problem areas in the educational content and teaching process.  

The steps leading to the creation of a mature graduate of a study covering the field of artificial 
intelligence with an IT orientation can be defined in two layers: 

• Artificial intelligence demystification – on the one hand, artificial intelligence is not expected 
to solve all the world's problems. But on the other hand, many tabloid authors present it as 
the greatest danger for future generations. The content and activities should answer questions 
about what AI really is, its potential, and its risks for society. 

• Knowledge and skills development to create solutions based on artificial intelligence mastery 
of AI technologies – the training courses should provide all the knowledge needed to 
understand the principles and design their solutions based on AI. They should also present 
specific solutions in knowledge discovery, cyber security, recommender systems, natural 
language processing and learning analytics. 

 
The FITPED-AI project not only supports the development of specialized AI skills, but also integrates 

modern pedagogical approaches such as active learning and AI-based education to enhance the 
learning experience. By leveraging active learning, the project ensures that students are deeply 
engaged in the learning content through activities such as problem solving, projects, and real-world 
applications. These strategies foster critical thinking, collaboration, and knowledge creation, which are 
essential for mastering complex AI concepts. 

Artificial intelligence plays a central role in the FITPED-AI learning model, which offers personalized 
learning experiences tailored to the individual needs of students. Through AI-powered tools, students 
receive immediate feedback on their progress, allowing them to adjust their strategies and focus on 
areas that require improvement. This real-time feedback ensures that learning is dynamic and 
responsive, supporting students as they work on projects and acquire basic and advanced AI skills. 

System analytics powered by learning analytics provide insights into student behavior, engagement, 
and performance, allowing educators to refine their teaching approaches and effectively address 
problem areas. 

Active learning methodologies are integrated into the curriculum of the subjects covered by the 
courses, ensuring that students actively apply their knowledge, fostering deeper understanding and 
long-term retention of AI concepts. Scenarios and case studies are also used to simulate real-world 
challenges and prepare students to solve complex problems in areas such as cybersecurity, natural 
language processing, and educational data analytics. 

The FITPED-AI project emphasizes the collection and analysis of educational data over multiple 
course iterations. This data-driven approach identifies trends in students’ learning patterns, highlights 
areas of concern, and informs continuous improvement of content and teaching methodologies. By 
addressing these insights, the project ensures that the educational framework evolves to meet the 
needs of current and future students. 

Integrating AI into the teaching process is consistent with the broader goal of preparing students 
for the workforce by developing their professional and lifelong learning habits. AI systems not only 
help deliver knowledge, but also foster the cultivation of critical skills such as adaptability, problem-
solving, and innovation. These skills are essential in an AI-driven world where technological 
advancements require continuous learning and application. 
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The project also underscores the importance of demystifying artificial intelligence to create a 
realistic understanding of its potential and limitations. Educational activities aim to dispel 
misconceptions, highlighting practical applications and ethical considerations of AI, while addressing 
societal concerns about its risks. This balanced perspective allows students to critically engage with AI 
technologies and their implications. 

The integration of generative AI tools like ChatGPT offers opportunities for further elaboration. 
Students will be able to dynamically interact with the content by asking questions, receiving 
personalized explanations, and generating project ideas. 
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4 AI Literacy 

Artificial intelligence has quickly become a transformative force across sectors, reshaping 
industries, labor markets and the future of work. In education, AI technologies are used to personalize 
education, improve teaching methods and streamline administrative processes. The role of AI goes 
beyond technological innovation; is critical to preparing students for a future dominated by data-
driven decision-making and automation. As AI continues to evolve, students must not only understand 
these technologies, but also be equipped to engage with, develop, and critically evaluate AI 
applications. 

The arrival of ChatGPT, a sophisticated language model developed by OpenAI, marked a turning 
point in the development - and especially in the perception - of AI not only among experts, but also 
within society as a whole. Its ability to hold conversations that are almost indistinguishable from 
humans, produce creative text, and perform a wide variety of tasks has garnered much public attention 
and brought AI into the mainstream of discussion and attention. 

Before the introduction of ChatGPT, AI was primarily used for specialized fields such as medical 
diagnostics, financial analysis, or self-driving cars. Although these applications have demonstrated the 
enormous potential of AI, they have often remained inaccessible to the general public. The complex 
nature of AI algorithms and the specialized knowledge required to interact with them presented an 
insurmountable barrier to understanding by the lay public. 

With ChatGPT's user-friendly interface and conversational style, as well as subsequent solutions 
like Bard, Claude, Jasper, etc., these tools have broken barriers and made AI accessible to a wide 
audience. By presenting useful ideas and functional answers to everyday tasks, ChatGPT helped create 
a more positive perception of AI technology. 

The growing popularity of AI has had and is likely to have a significant economic impact in the long 
term. Investments in AI startups and research have soared, creating new jobs and business 
opportunities. Industries such as healthcare, finance and manufacturing are increasingly adopting AI 
solutions to improve efficiency, reduce costs and gain a competitive advantage. 

But the rise of AI has also raised many questions about the future of work, privacy and ethics. As AI 
systems become more capable, concerns are growing about their potential to displace human workers 
and exacerbate existing inequalities. The collection and use of personal data by AI-powered systems 
also raises privacy concerns. Addressing these challenges will require careful consideration of the 
ethical implications of AI and the development of appropriate regulations and safeguards to prevent 
misuse across sectors. 

The fulfilment of these tasks will be handled by experts in job positions that are still being created. 
These professionals, probably current university students, are preparing for careers not only in IT, but 
also as managers, teachers, translators and other professionals. The aim of this article is to map their 
readiness and attitudes towards artificial intelligence and, in particular, to explore how selected factors 
related to the current perception of AI and students' career orientation are interconnected. 

Research questions are defined as follows: 

• RQ1: To what extent does the year of study impact perceived satisfaction with learning AI? 

• RQ2: Is there a relationship between gender and satisfaction with learning AI? 

• RQ3: Is there a relationship between study program and satisfaction with learning AI? 

• RQ4: How did the level of satisfaction associate with learning AI change between 2022 and 
2024? 

• RQ5: How does AI readiness differ between men and women? 

• RQ6: Is there a relationship between study program and AI readiness? 

• RQ7: How does AI relevance differ between men and women? 
 
The study considers the following research hypotheses: 

• H1: Years of study are associated with greater perceived satisfaction in learning AI. 
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• H2: Men tend to experience greater satisfaction in learning AI that women. 

• H3: Study program has a significant impact on satisfaction levels in learning AI. 

• H4: Between 2022 and 2024, the level of satisfaction associated with learning AI evolved 
significantly. 

• H5: Men tend to demonstrate higher levels of AI readiness compared to women. 

• H6: IT student demonstrate higher levels of AI readiness compared to other study programs. 

• H7: Men tend to demonstrate higher levels of AI relevance compared to women. 

4.1 Structure of AI Literacy 

The rise of AI has sparked a wave of research on how individuals, especially students, are preparing 
for an AI-powered world. Several studies have focused on the development of AI literacy, attitudes 
toward AI, the role of education in preparing students for AI, and the socioeconomic implications of AI 
for future career prospects. These studies contribute to understanding the importance of student 
readiness for the age of AI, focusing on critical constructs such as AI literacy, career motivation, social 
implications, and AI anxiety. 

4.1.1 AI Literacy 

According to a survey [219], AI literacy can be understood at three basic levels: 

• Knowing and understanding AI – involves educating students to acquire basic concepts, skills, 
knowledge and attitudes, even if they have no prior knowledge. This basic level of knowledge is 
considered essential. In addition to being end users of AI applications, students should also 
understand the underlying technologies that drive these systems. This understanding is also 
supported by the works [220] and [221] emphasizing the ability to understand the basic techniques 
and concepts of AI in various domains of products and services so that students not only use AI 
tools, but also have an overview of how they work and how they evolve. 

• Apply AI – emphasizes the importance of teaching students how to apply AI concepts and tools in 
different contexts [222], [223]. At this stage, it is important for students to understand how AI 
applications affect everyday life and to be aware of ethical issues related to AI technologies. At this 
level, AI education is based on computational thinking, focusing on the development of logical 
reasoning and algorithms as tools for understanding and using knowledge bases for problem solving, 
semantic processing, and manipulation of unstructured data.  

• Evaluate and create AI – in addition to understanding and using AI concepts and practices, AI 
literacy can extend to other competencies, such as the ability to critically evaluate AI technologies 
and to effectively communicate and collaborate with AI systems. Multiple studies described how 
students improved their AI based science and technology knowledge, which they then applied in 
research-based learning to solve practical problems [224], [225]. By being able to evaluate and 
create AI, students were able to infer, connect, manipulate and categorize AI concepts in innovative 
ways. 

Findings highlight that basic AI knowledge and skills significantly increase career motivation and 
interest [226], [227], [228]. Studies  [229], [230], [231] suggest that introducing AI literacy early in 
education promotes a more inclusive understanding of the role of AI in society. They advocate for the 
integration of AI curricula into school systems to better prepare students for careers that will increase 
rely on AI. 

In addition to ethical considerations and the responsible use of AI, AI literacy encompasses a 
broader set of competencies. These enable individuals to critically assess AI technologies as well as 
effectively communicate and collaborate with AI systems [229]. Tuomi extends the concept by 



 43 Professional Education in AI 

introducing "critical AI literacy" which includes not only technical knowledge but also the ability to 
critically evaluate the social, ethical, and economic impacts of AI [232], [75].  

4.1.2 Students’ Attitudes Toward AI 

Several recent studies provide valuable insights into student attitudes toward AI and their readiness 
to engage AI tools in both academic and professional settings. These studies usually focus on specific 
areas of AI deployment or application. 

A study [233] investigated the factors influencing students' behavior and attitudes towards the use 
of AI in higher education. While perceived risks had a negative effect on attitudes, factors such as 
performance expectancy and facilitating conditions had a strong positive effect on attitudes and 
behavioral intentions to use AI in education. Interestingly, perceived effort was not a significant factor 
in shaping attitudes towards AI. These results suggest that students are aware of the potential of AI to 
enhance performance, especially when given adequate support, despite some concerns about its risks. 

The study [234] found that social science students have a generally positive view of AI, emphasizing 
its emotional dimension in particular. Their willingness to use AI in the future was strongly associated 
with positive emotional and cognitive attitudes, with overall feelings of security about technology 
playing a significant role. 

Several surveys of medical students have revealed a strong interest in AI, although they also point 
to a significant lack of education on the topic within their curriculum. Many students report that they 
feel they do not fully understand the basic computational principles of AI or its limitations, evoking the 
conclusion that AI is currently underrepresented in the medical curriculum. Most students expressed 
support for incorporating AI education into their studies, with the vision that such additions could 
better prepare them for future challenges in AI-driven medical advances [235], [236], [237]. 

In a study of medical students' attitudes toward AI and medical chatbots, participants showed 
strong support for the use of AI in administrative tasks and research involving health data. However, 
concerns have been raised about data protection and the potential for increased monitoring in the 
workplace. The results suggest that while medical students are open to integrating AI into their field, 
they remain wary of privacy issues and the ethical implications of AI technologies [238]. 

A survey of 399 students in Hong Kong [239] showed a generally positive attitude towards ChatGPT 
in higher education. Students appreciated its ability to provide personalized learning support, help 
with writing and brainstorming, and enhance research opportunities. However, significant concerns 
have been raised regarding accuracy, privacy, ethical implications, and potential impact on personal 
growth and societal values. The study highlighted the importance of the need for careful integration 
of AI technologies into educational environments to ensure that they effectively enhance the learning 
experience. 

A survey of 5,894 students from Swedish universities [240] revealed significant differences in 
attitudes towards AI chatbots based on gender, field of study and academic level. More than a third of 
students reported regular use of AI chatbots such as ChatGPT, but many expressed concerns about 
their future implications. Students and engineering students showed more frequent use and positive 
attitudes, while humanities students, and especially medicine students, expressed more concern about 
the accuracy of the results generated. 

A case study on the use of AI in academic writing among Indonesian students showed a generally 
positive acceptance of AI tools such as grammar checkers and plagiarism detectors. Students 
recognized that these tools help improve their writing skills, increase self-efficacy, and promote 
academic integrity. However, some have expressed concern that an over-reliance on AI could 
potentially stifle creativity and critical thinking [241]. 

The results of the mentioned research show that even if students' attitudes towards AI are generally 
positive, they are influenced by factors such as academic background, gender and knowledge of AI 
tools. These findings illustrate a complex but promising situation regarding student attitudes toward 
AI in educational settings. Although many students express enthusiasm for the potential of AI tools to 
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improve their learning experience (performance, emotional engagement), they also perceive risks 
related to the privacy, data protection, and ethical implications of AI technology. 

4.1.3 Career Motivation 

Although AI presents many opportunities for application in various sectors, it also retains a 
significant role for human employees. Their contribution ranges from managing communication with 
AI systems to developing new models, methods and integrating AI elements into various applications.  

From a career perspective, AI can be examined through two primary lenses. The first includes 
careers directly related to AI, focusing on tasks such as data management, data analysis, AI model 
development, or AI integration into various applications. Professionals in this field are expected to 
have strong analytical skills and a scientific mindset, constantly being forced to update their knowledge 
to keep up with new trends and technologies [242]. 

The second category includes specific industries where AI is becoming – or is expected to become 
– an important part of work activities. Typical examples are fields such as medicine, meteorology, 
marketing, graphic design and even programming. In these areas, employees who lack basic AI skills 
can quickly find themselves at a disadvantage, not because they will be replaced by AI, but because 
they will be overtaken by colleagues who can use AI capabilities effectively. This shift creates a new 
perspective on employment structures that require future employees to have skills that combine 
human and machine capabilities [243]. 

Preparing students for this work environment is not solely the responsibility of higher education. 
Research [226] and [227], suggests that laying the foundation for AI literacy and future career 
readiness must begin in elementary school. Early exposure to AI concepts, ethics, and societal 
implications can build confidence in students and reassure them that AI will not replace all jobs, but 
creates new.  

Incorporating AI into early education helps alleviate concerns about job security, equipping future 
professionals with the skills needed to thrive in emerging fields and also supports their active role in 
shaping how AI will be used in various industries [244]. 

Research [245] created a multidimensional model of the perceived usefulness of artificial 
intelligence from the students' view of emerging jobs, the perception of its usefulness in studies, the 
students' view of future job skills, and their view of emerging jobs. The main findings highlight the need 
to emphasize teaching the meaning and importance of AI, integrating AI into courses, strengthening 
quantitative skills, and developing future job skills that are in line with new trends in data and AI. 

According to [246], access to training in complementary skills and technologies can significantly 
influence the impact of AI on employment. While AI has the potential to further polarize the labor 
market, evidence suggests that occupations affected by AI will see, on average, a modest but positive 
change in wages without significant changes in employment levels. In addition, the research highlights 
a positive correlation between wages and the demand for software and analytics skills, as well as a 
strong relationship between the defined impact of AI on employment and wages. 

The results of a systematic literature review [247] suggest that factors such as usefulness, expected 
performance, attitudes, trust, and expected effort significantly and positively influence behavioral 
intentions, willingness, and actual use of AI in various industries. However, in certain cultural contexts, 
AI cannot fully replicate or replace the essential need for human interaction, regardless of its perceived 
usefulness or ease of use. 

According to the survey reported in [248], students expressed a strong interest in careers in AI-
related fields, highlighting the potential for innovation and social impact as primary motivators of their 
interest. This enthusiasm reflects the growing recognition of AI's transformative role across sectors 
and underscores the importance of preparing the next generation for careers in this evolving 
environment. 

4.1.4 AI Anxiety 
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New technologies often raise concerns about deployment in some segments of the population, and 
artificial intelligence is no exception. As AI technology advances rapidly, individuals are increasingly 
expressing their concerns about its implementation and implications. Concerns range from job loss 
and transformation and privacy issues to ethical considerations regarding decision-making and bias in 
AI systems [249], [250]. 

In accordance with this coverage, AI anxieties can be divided into the following categories: 

• Loss of control and existential risk Loss of control and existential risk include concerns about AI 
systems gaining autonomy and operating independently of human supervision. Exacerbating these 
concerns is the possibility of the development of artificial consciousness, which could lead to 
systems becoming unpredictable and uncontrollable. In such cases, human intervention would no 
longer be required and AI systems could adopt solutions or behaviors that are beyond human 
understanding or control [250], [251], [252]. The historically highest level of threat is thus a super-
intelligent AI that could surpass human intelligence and potentially lead to catastrophic 
consequences, including the risk of destroying humanity [253], [254]. 

• In addition to the fear of the unknown, a much more practical question lies in the interpretability 
and explainability of AI decisions. AI researchers have long focused on addressing the opacity of AI 
operations and decision-making processes. Difficulties in verifying and checking the correctness of 
solutions after deployment of AI models bring unpredictable risks. The lack of transparency in "black 
box" models thus significantly affects trust and acceptance of AI. The push for explainability, 
interpretability and comprehensibility of AI solutions stems from the need to increase transparency, 
which is critical to fostering wider trust and acceptance of AI systems [255], [256]. 

• Another set of concerns involves various ethical and humane dimensions. A key problem is that AI 
is not bound by the rules of human ethics, which can lead to serious violations. The most devastating 
idea is the use of autonomous weapons that can take life without human supervision [257]. AI 
systems also pose privacy risks due to operational breaches or deliberate collection despite laws 
and regulations to protect personal and sensitive data [258]. There is growing discontent among 
content creators that their works are being used to train AI models without proper consent, which 
can lead to extensive lawsuits without clear rules. A significant problem is also the use of fake AI-
generated content – news, photos or videos – that can manipulate public opinion or lie through 
fictitious media [259]. 

4.2 Research Methodology 

The research methodology is based on the more general CRISP-DM methodology and has the following 
steps [260]: 

• business understanding – understanding the problem and its context in connection with the 
collected data, selecting specific measure tool, setting requirements and procedures for analyzing 
data, 

• data understanding and preparation – description of the data acquisition and preparation process 

• data analysis – implementing specific analytical steps to obtain answers to RQs 
o examination of constructs and comparison of their values between individual groups (RQ1) and 

with each other (RQ2) 

• understanding of the results – evaluation of the results of the analysis and determine the answers 
to the research questions, 

• application of the research outcomes – description of the application possibilities of the obtained 
results. 

4.2.1 Business understanding 
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Current and future education programs should focus on strengthening students' readiness for the AI 
era. As a rapidly developing technology, AI is often presented in the context of its complexity and 
progress, which may excite some students but intimidate others [261]. A validated questionnaire based 
on the following constructs was selected to examine students' readiness and acceptance of AI [262]: 

• AI literacy reflects an individual's knowledge and awareness of AI applications such as image and 
speech recognition, AI-enabled tools such as translations and voice assistants, etc. 

• AI readiness measures the degree to which individuals feel ready to use AI in their daily lives, their 
confidence in AI's ability to assist and stimulate personal growth and thought processes. 

• The importance of AI captures an individual's understanding of AI's potential to impact the world, 
the perceived usefulness of learning AI, and how closely AI relates to their future career and 
personal interests. 

• Career motivation assesses the degree to which students believe that learning AI will benefit their 
future career and help them find a good job and achieve their long-term goals. 

• Social goods measure the desire to use AI for the greater good, such as helping others and 
contributing to the well-being of humanity, with a focus on ensuring that AI serves the interests of 
the majority. 

• AI anxiety captures feelings of worry and uncertainty about how AI may affect an individual's future, 
including concerns about the potential negative impact of AI on their career or overall life. 

• Confidence reflects a student's belief in their ability to succeed in AI-related courses, including 
mastering both basic and complex concepts and achieving good grades. 

• Satisfaction measures how satisfied individuals feel after learning about AI, including feelings of 
accomplishment, enjoyment, and personal reward from AI-related courses. 

• Intrinsic motivation assesses students' natural curiosity and drive to pursue challenging AI topics 
and their desire to thoroughly understand AI concepts for personal satisfaction. 

• Behavioral intention indicates a student's intention to continue learning about AI, to be informed 
about its applications, and to actively use AI tools to solve problems and improve learning. 

 
Respondents were invited to the research through versions of the questionnaire created in the LMS 

Moodle and Google Forms environment. In the case of SK, CZ and PL, the versions of the questionnaire 
were translated into the languages of the individual countries with the aim of better understanding and 
the possibility of involving non-IT departments as well, where there is an insufficient command of English 
in certain age categories and study programs. 

659 participants took part in the research, including 395 students whose specialization is related to the 
IT field, 15 STEM teachers, 130 teachers of other specializations, 33 language specialists, 38 management 
and marketing students, and finally 48 students of other specializations. In total, there were 276 women 
and 383 men in the survey.  

The data collection process was conducted anonymously, with respondents being informed that their 
participation and the results would be used exclusively for scientific purposes. 

4.2.2 Data understanding and preparation 

Participants, in addition to providing basic demographic information (gender, country, age, and study 
program), responded to items corresponding to the constructs described above using a 5-point Likert 
scale (ranging from 1 to 5). If participants were unable to provide a response, a value of 0 was used, 
which was excluded from subsequent data analysis. 

Study programs across the participating universities, despite differing in names and focus, were 
manually categorized into the following fields: education, IT, IT education, languages, management, 
other, and STEM. Additionally, based on age, participants were grouped into age categories as follows: 
18-20, 21-25, 26-30, 30-40, and 40+. 
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4.3 Data Analysis 

In the first step, our focus will be on descriptive statistics, which will provide an overview of the 
collected data. This phase involves summarizing and organizing the dataset to identify trends, patterns, 
and distributions. Key measures will be inspected to gain a clear understanding of the basic 
characteristics of the data. Additionally, visualizations like histograms, bar charts, and scatter plots will 
be used to present the data in an accessible and interpretable format. These foundational insights will 
serve as the groundwork for more advanced statistical analyses. 

Next, we will delve into sociological statistics, where the emphasis will be on testing hypotheses 
derived from our research objectives. This phase will involve employing inferential statistical methods to 
determine whether the observed data supports the proposed hypotheses. Statistical tests will be applied 
to examine differences and relationships within the data. For instance, we may explore how demographic 
variables like age or gender influence specific constructs, or test whether there are significant variations 
in responses across different groups. This step will help us draw conclusions about the broader 
population based on our sample data, adding depth to our understanding of the underlying sociological 
phenomena. 

Finally, we will focus on identifying relationships between individual constructs, moving towards more 
sophisticated statistical techniques like correlation analysis and regression modeling. This phase aims to 
uncover the connections and interdependencies among various constructs within the dataset. For 
example, we will investigate how variables such as satisfaction, motivation, and performance are 
interrelated, and whether certain constructs act as predictors for others.  

4.3.1 Descriptive Statistics 

Descriptive statistics offer a detailed overview of the data, highlighting central tendencies and 
variability. The key features are summarized in Table 1 and visualized in Figure 1 for better clarity and 
understanding. 

Table 1. Descriptive statistics for individual constructs. 

 count mean std min 25% 50% 75% max 

AI Literacy  659 4.110 0.711 1 3.75 4.25 4.75 5 

AI readiness  659 4.094 0.751 1 3.75 4 4.75 5 

Relevance of AI  659 3.820 0.710 1 3.5 3.833 4.333 5 

Social Goods  659 3.802 0.736 1 3.5 4 4.25 5 

Career motivation  659 3.640 0.857 1 3.25 3.75 4.25 5 

Anxiety 659 2.675 0.939 1 2 2.6 3.2 5 

Intrinsic motivation 659 3.572 0.683 1 3.333 3.572 4 5 

Satisfaction  659 3.582 0.666 1 3.225 3.582 4 5 

Confidence  659 3.962 0.792 1 3.667 4 4.5 5 
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Figure 1. Visualization of individual constructs. 

An analysis of the dataset reveals the following insights about individual constructs: 

• AI literacy (AVG: 4.11, SD: 0.71) – participants demonstrate a relatively high level of AI literacy, with 
average scores indicating a general understanding of AI concepts and applications. The standard 
deviation indicates some variability in responses, with a quarter of participants scoring below 3.75. 

• AI readiness (AVG: 4.09, SD: 0.75) – similar to AI literacy, readiness to engage with AI technologies 
and use them in everyday life is also high among participants. 

• Relevance of AI (AVG: 3.82, SD: 0.71) – participants recognize the relevance of AI and score above 
the middle of the scale. However, the slightly lower mean compared to literacy and preparedness 
suggests that while participants see AI as important, there may be concerns or reservations about 
its applicability or impact. 

• Social goods (AVG: 3.80, SD: 0.74) – the perceived social benefits of AI are rated positively, 
indicating an understanding of AI's potential to contribute positively to society. 

• Career motivation (AVG: 3.64, SD: 0.86) – the mean score for career motivation indicates that while 
participants see learning about AI as beneficial for their future, this construct has the greatest 
variability among responses, indicating different levels of motivation to pursue an AI-related career. 

• AI Anxiety (AVG: 2.68, SD: 0.94) is recorded as a concern with a mean score below the midpoint, 
indicating that although some participants feel anxious about AI, many do not perceive it as a 
significant threat. The variability of responses suggests that levels of anxiety vary widely among 
participants. 

• Satisfaction (AVG: 3.57, SD: 0.68) with AI-related learning experiences is rated as medium. This 
suggests that participants generally find AI education fulfilling, although there is a space for 
improvement, as evidenced by the variability of responses. 

• Confidence (AVG: 3.58, SD: 0.67) – the level of confidence in understanding AI concepts is 
moderate, indicating that while participants generally believe in their ability to understand AI-
related materials, some may still feel insecure. 

• Behavioral intention (AVG: 3.96, SD: 0.79) – participants show a strong intention to engage in AI in 
the future and score near the upper end of the scale. This result suggests a proactive approach to 
learning and applying AI technologies.  

 

In the context of the individual constructs, the dataset reveals high levels of AI literacy and readiness 
for working with AI among respondents. This is further supported by strong indications of behavioral 
intent, suggesting that respondents are not only prepared but also motivated to engage with AI in 
practical contexts. The construct of AI anxiety shows relatively low values; however, this observation is 
influenced by the wording of the related survey questions. When the perspective is reversed, AI anxiety 
matches the levels observed in the other constructs, providing a more balanced view of this factor. 
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The visualization of the dataset highlights the balanced distribution of the individual constructs, 
suggesting consistency in the competencies and attitudes of the respondents. This balance is likely 
influenced by the demographic composition of the sample, with a significant proportion of respondents 
coming from IT-related fields, where knowledge of AI concepts is typically higher. This background likely 
contributes to the overall confidence and readiness observed in the dataset. 

While these descriptive insights are valuable, deeper insights are likely to emerge from sociological 
analysis. Such analysis can explore the subtle relationships between constructs, demographic factors, 
and contextual variables. For example, it can reveal how AI literacy interacts with anxiety or behavioral 
intention across different groups of respondents, or identify patterns that are not immediately apparent 
from descriptive statistics alone. This step will provide richer interpretations and improve our 
understanding of the implications of the data set.  

4.3.2 Sociological Metrics 

The first section of the questionnaire focused on sociological metrics, covering questions about: 

• Grade (year of study) 

• Age 

• Gender 

• University 

• Study program 

• How many hours of AI-related courses have you taken (from 0 to many, not per week, 
summary in your study) 

 
The year of data collection probably influenced the responses, as the questionnaire was available from 

2022 to 2024 – a period marked by rapid advancements in AI and the widespread adoption of large 
language models (LLMs) and AI chatbots. Therefore, we also keep this information in the data. 
The frequency tables of responses to each question on the sociological metric are presented in Tables 
1-6.   
 

Table 2. Frequency table of responses for Grade 

 Number 
Cumulative 

Number 
Percent 

Cumulative 
Percent 

1 292 292 24.44 24.44 

2 432 724 36.15 60.59 

3 272 996 22.76 83.35 

4 129 1125 10.79 94.14 

5 56 1181 4.69 98.83 

6 9 1190 0.75 99.58 

7 5 1195 0.42 100 

Missing 0 1195 0 100 

 
Table 3. Frequency table of responses for Age 

Age Number 
Cumulative 

Number 
Percent 

Cumulative 

Percent 

17 13 13 1.09 1.09 

18 22 35 1.84 2.93 

19 87 122 7.28 10.21 

20 229 351 19.16 29.37 

21 276 627 23.10 52.47 

22 192 819 16.07 68.54 

23 133 952 11.13 79.67 

24 76 1028 6.36 86.03 
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Age Number 
Cumulative 

Number 
Percent 

Cumulative 

Percent 

25 39 1067 3.26 89.29 

26 19 1086 1.59 90.88 

27 12 1098 1.00 91.88 

28 4 1102 0.33 92.22 

29 10 1112 0.84 93.05 

30 6 1118 0.50 93.56 

31 6 1124 0.50 94.06 

32 2 1126 0.17 94.23 

33 6 1132 0.50 94.73 

34 2 1134 0.17 94.90 

35 5 1139 0.42 95.31 

36 5 1144 0.42 95.73 

37 2 1146 0.17 95.90 

38 7 1153 0.59 96.49 

39 4 1157 0.33 96.82 

40 3 1160 0.25 97.07 

41 2 1162 0.17 97.24 

42 4 1166 0.33 97.57 

43 1 1167 0.08 97.66 

44 2 1169 0.17 97.82 

45 2 1171 0.17 97.99 

46 4 1175 0.33 98.33 

47 5 1180 0.42 98.74 

48 3 1183 0.25 99.00 

49 1 1184 0.08 99.08 

50 3 1187 0.25 99.33 

51 1 1188 0.08 99.41 

52 3 1191 0.25 99.67 

53 2 1193 0.17 99.83 

54 1 1194 0.08 99.92 

56 1 1195 0.08 100 

Missing 0 1195 0. 100 

 
Table 3. Frequency table of responses for Gender 

 
Number 

Cumulative 

Number 
Percent 

Cumulative 

Percent 

male 793 793 66.36 66.36 

female 402 1195 33.64 100 

Missing 0 1195 0 100 

 
Table 4. Frequency table of responses for University 

 Number 
Cumulative 

Number 
Percent 

Cumulative 

Percent 

SK 682 682 57.07 57.07 

CZ 106 788 8.87 65.94 

PL 295 1083 24.69 90.63 

ID 65 1148 5.44 96.07 

TR 6 1154 0.50 96.57 

LT 36 1190 3.01 99.58 

FR 3 1193 0.25 99.83 
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 Number 
Cumulative 

Number 
Percent 

Cumulative 

Percent 

UA 2 1195 0.17 100 

Missing 0 1195 0 100 

 
Table 5. Frequency table of responses for Study program 

 
Number 

Cumulative 
Number 

Percent 
Cumulative 

Percent 

IT 827 827 69.21 69.21 

education 185 1012 15.48 84.69 

IT education 22 1034 1.84 86.53 

STEM education 14 1048 1.17 87.70 

other 67 1115 5.61 93.31 

language 28 1143 2.34 95.65 

management 52 1195 4.35 100 

Missing 0 1195 0 100 

 
For the question “How many hours of AI-related courses have you taken (from 0 to many, not per 

week, summary in your study)” a wide variety of values were indicated, with the smallest value 0 and the 
largest value 1,000. Therefore, we do not show a frequency table for this question, as this does not add 
much to the evaluation of the data. 
 

Table 6. Frequency table of responses for Year 

 Number 
Cumulative 

Number 
Percent 

Cumulative 

Percent 

2022 532 532 44.52 44.52 

2023 110 642 9.21 53.72 

2024 553 1195 46.28 100 

Missing 0 1195 0 100 

 
As can be seen from the above tables, there are 1195 students in total, with no missing data. Most 

students are in years 1 through 3, comprising the majority (83.35%) of the sample. Years 6 and 7 have 
the fewest students, collectively making up just over 1% of the total, suggesting a low continuation rate 
in later years. 

The sample is predominantly composed of young adults, university-aged individuals, as shown by the 
concentration of ages between 20 and 24. The presence of older individuals in smaller numbers might 
indicate a mix of traditional and non-traditional students or participants in a specific educational or 
professional context. The most common ages are between 20 and 22, which together account for the 
majority (58.33%) of the respondents. Specifically, age 21 has the highest frequency, representing 23.1% 
of the total sample. Respondents aged 25 and above make up a much smaller portion of the sample 
(approximately 14%). 

The sample is male-dominated, with roughly twice as many male respondents as female respondents. 
The sample has a higher proportion of male respondents, with 793 individuals (66.36%). 

The sample is highly concentrated around a few universities, primarily in Slovakia and Poland. Other 
countries contribute a smaller portion, indicating that the sample may have a strong regional focus, 
particularly within Central and Eastern Europe. The largest group of respondents is from SK (Slovakia), 
with 682 students, representing 57.07% of the total. PL (Poland) is the second most represented 
university group with 295 students, making up 24.69%. CZ (Czech Republic) follows with 106 respondents 
(8.87%). ID (Indonesia) has 65 respondents (5.44%), and LT (Lithuania) has 36 (3.01%). TR (Turkey), FR 
(France), and UA (Ukraine) have a minimal presence, each with fewer than 10 respondents and 
collectively representing only about 0.92% of the total. 
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The sample is heavily concentrated in IT, the majority of respondents (69.21%). Education programs 
are the second most common, with 185 respondents, accounting for 15.48% of the sample. Other 
programs, such as IT education (1.84%) and STEM education (1.17%), are represented by smaller groups. 

A significant majority of respondents (61.51%) reported taking 0 hours of AI-related courses, indicating 
that many participants have not engaged in formal AI coursework. A small number of respondents have 
taken between 1 and 10 hours of courses, with 65 individuals reporting 1 hour and a gradual decrease in 
the number of respondents for each subsequent hour up to 10 hours (28 respondents). Only 37 
respondents have taken 100 hours of courses, representing 3.10% of the total. 

Most respondents provided their data in 2022, with 532 individuals, representing 44.52% of the total. 
In 2023, the participation significantly decreased, with only 110 respondents, accounting for 9.21% of 
the total. In 2024, there was a substantial increase in responses, with 553 respondents, which constitutes 
46.28% of the total. All this information will be used in the following analysis. 
 
AI Learning Satisfaction 

We will begin our analysis by examining how respondents rated their satisfaction with AI learning. The 
questions addressing this topic were as follows: 

• S1 Learning AI makes me feel very satisfied.  

• S2 Successfully completing the AI course made me feel good.  

• S3 I think learning AI is very interesting.  

• S4 I am satisfied with what I have learned from the AI course.  

• S5 I feel rewarded from learning AI. 
 
Respondents answered questions on a five-point scale  

• 5 - strongly agree 

• 4 - agree 

• 3 - neither agree nor disagree 

• 2 - disagree 

• 1 - strongly disagree 

• 0 - not applicable 
 
The box plot of responses to the questions depicted in Figure 1 shows no big differences among 

individual responses. The question S3, 'I find learning AI to be very interesting,' received a slightly higher 
rating compared to the others. 
 

 

Figure 1. The box plot of responses for questions S1-S5 

 
In order to answer the first research question “To what extent does the year of study impact perceived 

satisfaction with learning AI?” based on the collected data, seven independent samples were created. As 
the measurement scale is ordinal, the Kruskal–Wallis test was performed to verify the hypothesis that 
the median scores in the independent samples are significantly different. Thus, the null hypothesis was 
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that there was no statistically significant difference in the median responses for the question for S1-S5 
(the test was conducted separately for each question) in groups defined by year of study. The results 
obtained, test statistics and the p-value, are given in Table 7. The test confirmed a significant difference 
(we can reject the null hypothesis) in medians for all questions. Thus, it can be concluded that the year 
of study significantly affects satisfaction with learning AI. 
 

Table 7. Results for the Kruskal–Wallis test and questions S1-S5, groups defined by year of study 

 H statistic p-value 

S1 48.23 0.000001** 

S2 73.33 0.000001** 

S3 26.23 0.002* 

S4 63.71 0.000001** 

S5 26.58 0.0001** 

 
A post-hoc test (Dunn Bonferroni) was then performed, the results are shown in Tables 8-12.  

 
Table 8. p-value of the post-hoc Dunn Bonferroni test for question S1 with respect to year of study 

p-value 1 2 3 4 5 6 7 

1 
 

1 0.187765 0.000522** 0.002319** 1 1 

2 1 
 

0.009205* 0.000015** 0.000304** 1 1 

3 0.187765 0.009205* 
 

0.734132 0.402194 1 0.831358 

4 0.000522** 0.000015** 0.734132 
 

1 1 0.237937 

5 0.002319** 0.000304** 0.402194 1 
 

1 0.134464 

6 1 1 1 1 1 
 

1 

7 1 1 0.831358 0.237937 0.134464 1 
 

 
Table 9. p-value of the post-hoc Dunn Bonferroni test for question S2 with respect to year of study 

p-value 1 2 3 4 5 6 7 

1 
 

1 0.000034** 0.000034** 0.000208** 1 1 

2 1 
 

<0.000001** 0.000001** 0.000024** 1 1 

3 0.000034** <0.000001** 
 

1 1 0.574417 1 

4 0.000034** 0.000001** 1 
 

1 0.285412 1 

5 0.000208** 0.000024** 1 1 
 

0.124416 1 

6 1 1 0.574417 0.285412 0.124416 
 

1 

7 1 1 1 1 1 1 
 

 
Table 10. p-value of the post-hoc Dunn Bonferroni test for question S3 with respect to year of study 

p-value 1 2 3 4 5 6 7 

1 
 

0.734047 1 1 0.041264* 1 1 

2 0.734047 
 

0.103142 0.054471 0.000352** 1 1 

3 1 0.103142 
 

1 0.153495 1 1 

4 1 0.054471 1 
 

1 1 1 

5 0.041264* 0.000352** 0.153495 1 
 

1 1 

6 1 1 1 1 1 
 

1 

7 1 1 1 1 1 1 
 

 
Table 11. p-value of the post-hoc Dunn Bonferroni test for question S4 with respect to year of study 

p-value 1 2 3 4 5 6 7 

1 
 

1 0.000024** 0.000183** 0.002237** 1 1 

2 1 
 

<0.000001** 0.000013** 0.000586** 1 1 

3 0.000024** <0.000001** 
 

1 1 0.676747 1 

4 0.000183** 0.000013** 1 
 

1 0.475547 1 

5 0.002237** 0.000586** 1 1 
 

0.29718 1 

6 1 1 0.676747 0.475547 0.29718 
 

1 

7 1 1 1 1 1 1 
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Table 12. p-value of the post-hoc Dunn Bonferroni test for question S5 with respect to year of study 

p-value 1 2 3 4 5 6 7 

1 
 

1 0.290762 0.391928 0.947839 1 1 

2 1 
 

0.001255** 0.009491* 0.112451 1 1 

3 0.290762 0.001255** 
 

1 1 1 1 

4 0.391928 0.009491* 1 
 

1 1 1 

5 0.947839 0.112451 1 1 
 

1 1 

6 1 1 1 1 1 
 

1 

7 1 1 1 1 1 1 
 

 
As can be seen, depending on the question, different groups of homogeneous responses were 

recognized. For question S1, the homogeneous groups are the following years of study {1, 2, 6, 7}, {1, 3, 
6, 7}, {3, 4, 5, 6, 7}. For question S2, the homogeneous groups are the following years of study {1, 2, 6, 7}, 
{3, 4, 5, 6, 7}. For question S3, the homogeneous groups are the following years of study {1, 2, 3, 4, 6, 7}, 
{3, 4, 5, 6, 7}. For question S4, the homogeneous groups are the following years of study {1, 2, 6, 7}, {3, 
4, 5, 6, 7}. For question S5, the homogeneous groups are the following years of study {1, 2, 5, 6, 7}, {1, 3, 
4, 5, 6, 7}. Thus, for some questions, a distinction can be made between the initial stage of study and the 
higher years of study. However, increased satisfaction with learning AI was not observed in the higher 
years of study; in fact, satisfaction tends to diminish slightly in the later years. This trend is illustrated in 
Figures 2-6 displaying the box plot of responses to each question.  
 

 

Figure 2. The box plot of responses for questions S1 with respect to year of study 

 

 

Figure 3. The box plot of responses for questions S2 with respect to year of study 
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Figure 4. The box plot of responses for questions S3 with respect to year of study 

 

 

Figure 5. The box plot of responses for questions S4 with respect to year of study 

 

 

Figure 6. The box plot of responses for questions S5 with respect to year of study 

 
In conclusion, this confirms the hypothesis that years of study are associated with greater perceived 

satisfaction in learning AI. 
 
In order to test whether satisfaction levels are significantly different in the populations for different 

genders of respondents, the dataset was divided into two independent samples: women with 402 and 
men with 793. As before, the scale of the dependent variable is ordinal so in order to verify the null 
hypothesis that there are no significant differences in satisfaction levels for men and women, the Mann-
Whitney test will be performed. The results obtained, test statistics and the p-value, are given in Table 
13.  

Table 13. Results for the Mann-Whitney test and questions S1-S5, groups defined by gender 

 Z statistic p-value 

S1 3.20 0.0014** 

S2 4.32 0.0001** 
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 Z statistic p-value 

S3 3.58 0.0003** 

S4 4.69 0.0001** 

S5 3.52 0.0004** 

 
As can be seen, a significant difference in level of satisfaction from learning AI was detected in all tested 

aspects in populations of men and women. Figures 7-12 shows the box plot graph, which indicates that 
it is definitely men who feel higher satisfaction with AI learning. This confirms the second hypothesis H2: 
Men tend to experience greater satisfaction in learning AI that women. 
 

 

Figure 7. The box plot of responses for questions S1 with respect to gender 

 

 

Figure 8. The box plot of responses for questions S2 with respect to gender 

 

 

Figure 9. The box plot of responses for questions S5 with respect to gender 
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Figure 10. The box plot of responses for questions S5 with respect to gender 

 

 

Figure 11. The box plot of responses for questions S5 with respect to gender 

In the next stage of our analysis, we will examine whether the study program influences perceived 
satisfaction with AI learning. It is hypothesized that students enrolled in IT-focused programs may exhibit 
greater interest in learning about these topics, as they probably aligned with these interests, hobby. 
Initially, we created seven independent groups, each for a different study program: IT, education, IT 
education, STEM education, language, management and other. To verify the hypothesis that there are 
statistical differences in learning AI satisfaction levels grouped by study program, the Kruskal–Wallis test 
was performed. The results obtained, test statistics and the p-value, are given in Table 14.  
 

Table 14. Results for the Kruskal–Wallis test and questions S1-S5, groups defined by study program 

 H statistic p-value 

S1 31.40 0.0001** 

S2 58.77 0.0001** 

S3 27.76 0.0001** 

S4 55.61 0.0001** 

S5 48.41 0.0001** 

 
Thus, it can be concluded that in all studied aspects (questions S1-S5) of AI learning satisfaction, a 

significant difference in levels between at least two groups defined by the study program was noted. In 
order to verify between which groups there is a statistical difference in satisfaction levels, post-hoc tests 
were performed. The results are shown in Tables 15-19. 
 

Table 15. p-value of the post-hoc test for question S1 with respect to study program 

p-value IT education IT education STEM education other language management 

IT 
 

0.011 1 0.430 1 0.016 1 

education 0.011 
 

0.439 1 1 1 1 
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p-value IT education IT education STEM education other language management 

IT education 1 0.439 
 

0.243 1 0.040 1 

STEM 

education 

0.430 1 0.243 
 

1 1 1 

other 1 1 1 1 
 

0.841 1 

language 0.016 1 0.040 1 0.841 
 

1 

management 1 1 1 1 1 1 
 

 
Table 16. p-value of the post-hoc test for question S2 with respect to study program 

p-value IT education IT education STEM education other language management 

IT 
 

0.0001** 1 0.570 0.002** 0.001** 0.360 

education 0.0001** 
 

1 1 1 1 1 

IT education 1 1 
 

1 0.765 0.110 1 

STEM 

education 

0.570 1 1 
 

1 1 1 

other 0.002** 1 0.765 1 
 

1 1 

language 0.001** 1 0.110 1 1 
 

1 

management 0.360 1 1 1 1 1 
 

 
Table 17. p-value of the post-hoc test for question S3 with respect to study program 

p-value IT education IT education STEM education other language management 

IT 
 

0.002** 1 0.247 1 1 1 

education 0.002** 
 

0.182 1 1 1 1 

IT education 1 0.182 
 

0.107 1 1 0.968 

STEM 

education 

0.247 1 0.107 
 

1 1 1 

other 1 1 1 1 
 

1 1 

language 1 1 1 1 1 
 

1 

management 1 1 0.968 1 1 1 
 

 
Table 18. p-value of the post-hoc test for question S4 with respect to study program 

p-value IT education IT education STEM education other language management 

IT 
 

0.0001** 1 0.443 0.004** 0.001** 0.378 

education 0.0001** 
 

0.908 1 1 0.981 1 

IT education 1 0.908 
 

0.768 0.425 0.054 1 

STEM education 0.443 1 0.768 
 

1 1 1 

other 0.004** 1 0.425 1 
 

1 1 

language 0.001** 0.981 0.054 1 1 
 

1 

management 0.378 1 1 1 1 1 
 

 
Table 19. p-value of the post-hoc test for question S5 with respect to study program 

p-value IT education IT education STEM education other language management 

IT 
 

0.006* 1 0.440 0.124 0.001** 0.129 

education 0.006* 
 

0.137 1 1 0.308 1 

IT education 1 0.137 
 

0.127 0.141 0.002** 0.113 

STEM education 0.440 1 0.127 
 

1 1 1 

other 0.124 1 0.141 1 
 

1 1 

language 0.001** 0.308 0.002** 1 1 
 

1 

management 0.129 1 0.113 1 1 1 
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As you can see actually the most common significant differences in satisfaction levels are between IT 
and education and IT and language students. Also, we prepared a box plot graph to verify that it is IT 
students who feel significantly higher satisfaction with IT learning than others (Figures 12-16). 
 

 

Figure 12. The box plot of responses for questions S1 with respect to study program 

 

 

Figure 13. The box plot of responses for questions S2 with respect to study program 

 

 

Figure 14. The box plot of responses for questions S3 with respect to study program 

 

 

Figure 15. The box plot of responses for questions S4 with respect to study program 

 



 60 Professional Education in AI 

 

Figure 16. The box plot of responses for questions S5 with respect to study program 

It can be noted that actually students of IT, IT in education but also management feel higher 
satisfaction from learning AI. Thus, the hypothesis was confirmed H3: Study program has a significant 
impact on satisfaction levels in learning AI. 

We will now analyze whether the level of satisfaction with AI learning has changed significantly over 
the years 2022, 2023 and 2024. Three independent samples were created, each containing responses for 
a different year. The Kruskal–Wallis test was used to verify the hypothesis of whether there was a 
statistical difference in satisfaction levels between years. The results obtained, test statistics and the p-
value, are given in Table 20.  
 

Table 20. Results for the Kruskal–Wallis test and questions S1-S5, groups defined by years 2022, 2023, 2024 

 H statistic p-value 

S1 22.19 0.0001** 

S2 65.11 0.0001** 

S3 7.53 0.023* 

S4 63.08 0.0001** 

S5 53.65 0.0001** 

 
Thus, it can be concluded that the year of responses affects satisfaction with learning AI. A post-hoc 

test (Dunn Bonferroni) was then performed, the results are shown in Tables 21-25. We can see that there 
is a statistical difference in the level of satisfaction with AI learning between pairs 2022, 2023 and 2023, 
2024. Thus, the level varied significantly in 2023 year. Figures 17-21 show the trend of these changes. 

 
Table 21. p-value of the post-hoc Dunn Bonferroni test for question S1 with respect to year of responses 

p-value 2022 2023 2024 

2022 
 

0.000008** 0.238575 

2023 0.000008** 
 

0.000672** 

2024 0.238575 0.000672** 
 

 
Table 22. p-value of the post-hoc Dunn Bonferroni test for question S2 with respect to year of responses 

p-value 2022 2023 2024 

2022 
 

<0.000001** 0.619698 

2023 <0.000001** 
 

<0.000001** 

2024 0.619698 <0.000001** 
 

 
Table 23. p-value of the post-hoc Dunn Bonferroni test for question S3 with respect to year of responses 

p-value 2022 2023 2024 

2022 
 

0.018172* 1 

2023 0.018172* 
 

0.063607 

2024 1 0.063607 
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Table 24. p-value of the post-hoc Dunn Bonferroni test for question S4 with respect to year of responses 

p-value 2022 2023 2024 

2022 
 

<0.000001** 0.516127 

2023 <0.000001** 
 

<0.000001** 

2024 0.516127 <0.000001** 
 

 
Table 25. p-value of the post-hoc Dunn Bonferroni test for question S5 with respect to year of responses 

p-value 2022 2023 2024 

2022 
 

<0.000001** 1 

2023 <0.000001** 
 

<0.000001** 

2024 1 <0.000001** 
 

 
 

 

Figure 17. The box plot of responses for questions S1 with respect to year of responses 

 

 

Figure 18. The box plot of responses for questions S2 with respect to year of responses 

 

 

Figure 19. The box plot of responses for questions S3 with respect to year of responses 
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Figure 20. The box plot of responses for questions S4 with respect to year of responses 

 

 

Figure 21. The box plot of responses for questions S5 with respect to year of responses 

Thus, it can be seen that the level of satisfaction increased in 2023 while in 2022 and in 2024 it remains 
at about the same level. Presumably, this may be related to the fact that the first version of ChatGPT was 
launched by OpenAI in November 2022, based on the GPT-3.5 model. In March 2023, an improved 
version was made available, based on the GPT-4 model. Perhaps this influenced the increase in 
satisfaction with AI learning in 2023. Thus, hypothesis H4: Between 2022 and 2024, the level of 
satisfaction associated with learning AI evolved significantly is confirmed. 
 
AI readiness  

We now turn to analysis on AI readiness. The questions addressing this topic were as follows: 

• RE1 AI technology can help people in their daily lives.  

• RE2 The AI tool is becoming more and more convenient to use.  

• RE3 I like to use the advanced AI technology.  

• RE4 The technology can help me adjust things to my needs.  

• RE5 The new AI technology will stimulate my thinking.  

• RE6 I am confident that AI technology will do things following my instructions.  
 
The box plot of responses to the questions are depicted in Figure 22. Conclusions that can be drawn 

from these figures indicate that respondents believe that AI technology can help people in their daily 
lives, and over time it is becoming more and more convenient to use. However, when it comes to 
simulated thinking and the belief that AI will follow instructions here, one can already see far more 
uncertainty and lack of conviction among respondents. In further analysis, we will examine potential 
factors contributing to this. 
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Figure 22. The box plot of responses for questions RE1-RE6 

In order to verify whether readiness level are significantly different in the populations for different 
genders of respondents, the dataset was divided into two independent samples. The Mann-Whitney test 
was used to verify the null hypothesis that there are no significant differences in readiness levels for men 
and women. The results obtained, test statistics and the p-value, are given in Table 26. As can be seen in 
all aspects of readiness, the attitudes of men and women differ significantly. Figures 23-28 show the box 
plots in a group of men and women. The graphs clearly indicate that women generally show less AI 
readiness than men. Only for questions about whether AI can help people and whether AI is becoming 
more convenient does the difference in responses between women and men narrow, although it remains 
statistically significant, as confirmed by the tests. 
 

Table 26. Mann-Whitney test results for responses to questions RE1-RE6, grouped by gender 

 Z statistic p-value 

RE1 9.94 0.0001** 

RE2 7.81 0.0001** 

RE3 8.26 0.0001** 

RE4 5.48 0.0001** 

RE5 4.93 0.0001** 

RE6 6.34 0.0001** 

 

Figure 23. The box plot of responses for questions RE1 with respect to gender 

 

Figure 24. The box plot of responses for questions RE2 with respect to gender 
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Figure 25. The box plot of responses for questions RE3 with respect to gender 

 

 

Figure 26. The box plot of responses for questions RE4 with respect to gender 

 

 

Figure 27. The box plot of responses for questions RE5 with respect to gender 

 

 

Figure 28. The box plot of responses for questions RE6 with respect to gender 

The results suggest that while both genders recognize certain practical benefits of AI, there is a notable 
disparity in overall readiness and acceptance levels. These findings highlight the need for targeted 
approaches to address gender-specific attitudes and concerns regarding AI, potentially enhancing AI 
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readiness across diverse populations. Thus, hypothesis H5 ,,Men tend to demonstrate higher levels of AI 
readiness compared to women’’ was confirmed. 

Now we proceed to consider whether the study program matters in AI readiness. We created seven 
independent groups, each for a different study program and used the Kruskal–Wallis test to verify the 
hypothesis that there are statistical differences in AI readiness grouped by study program. The results 
obtained, test statistics and the p-value, are given in Table 27.  
 

Table 27. Results for the Kruskal–Wallis test and questions RE1-RE6, groups defined by study program 

 H statistic p-value 

RE1 127.97 0.0001** 

RE2 56.69 0.0001** 

RE3 96.33 0.0001** 

RE4 59.12 0.0001** 

RE5 36.58 0.0001** 

RE6 36.40 0.0001** 

 
Tests confirm that study program has an impact on readiness of AI. In order to verify between which 

groups there is a statistical difference in AI readiness, post-hoc tests were performed. The results are 
shown in Tables 28-35. Based on the results, we can conclude that the most distinctive group of 
respondents are IT students, who display a significantly higher level of AI readiness compared to students 
from other fields. This readiness is particularly evident in their responses to questions such as, "The 
technology can help me adjust things to my needs" and "The new AI technology will stimulate my 
thinking". Another notable conclusion is that IT students demonstrate a stronger belief in AI’s potential 
to enhance problem-solving and creativity. This suggests that their familiarity with technology has 
fostered a more optimistic outlook on AI’s ability to contribute meaningfully to their academic and 
personal growth. With that, the H6 hypothesis was confirmed. 
 

Table 28. p-value of the post-hoc test for question RE1 with respect to study program 

p-value IT education IT education STEM education other language management 

IT 
 

0.001** 0.194 0.004** 0.002** 0.011* 0.514 

education 0.001** 
 

1 1 1 1 0.319 

IT education 0.194 1 
 

1 1 1 1 

STEM 

education 

0.004** 1 1 
 

1 1 0.461 

other 0.002** 1 1 1 
 

1 1 

language 0.011* 1 1 1 1 
 

1 

management 0.514 0.319 1 0.461 1 1 
 

 
Table 29. p-value of the post-hoc test for question RE2 with respect to study program 

p-value IT education IT education STEM education other language management 

IT 
 

0.001** 1 1 1 0.070 1 

education 0.001** 
 

1 1 0.829 1 0.566 

IT education 1 1 
 

1 1 1 1 

STEM 

education 

1 1 1 
 

1 1 1 

other 1 0.829 1 1 
 

1 1 

language 0.070 1 1 1 1 
 

1 

management 1 0.566 1 1 1 1 
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Table 30. p-value of the post-hoc test for question RE3 with respect to study program 

p-value IT education IT education STEM education other language management 

IT 
 

0.001** 1 0.005* 0.004** 0.001** 0.528 

education 0.001** 
 

1 1 1 1 1 

IT education 1 1 
 

0.320 1 0.521 1 

STEM 

education 

0.005* 1 0.320 
 

1 1 0.537 

other 0.004** 1 1 1 
 

1 1 

language 0.001** 1 0.521 1 1 
 

0.835 

management 0.528 1 1 0.537 1 0.835 
 

 
Table 31. p-value of the post-hoc test for question RE4 with respect to study program 

p-value IT education IT education STEM education other language management 

IT 
 

0.001** 1 0.065 0.131 0.046* 0.630 

education 0.001** 
 

1 1 1 1 1 

IT education 1 1 
 

1 1 1 1 

STEM 

education 

0.065 1 1 
 

1 1 1 

other 0.131 1 1 1 
 

1 1 

language 0.046* 1 1 1 1 
 

1 

management 0.630 1 1 1 1 1 
 

 
Table 32. p-value of the post-hoc test for question RE5 with respect to study program 

p-value IT education IT education STEM education other language management 

IT 
 

0.001** 1 0.483 1 0.025* 1 

education 0.001** 
 

0.263 1 1 1 1 

IT education 1 0.263 
 

0.324 1 0.069 1 

STEM 

education 

0.483 1 0.324 
 

1 1 1 

other 1 1 1 1 
 

1 1 

language 0.025* 1 0.069 1 1 
 

0.874 

management 1 1 1 1 1 0.874 
 

 
Table 33. p-value of the post-hoc test for question RE6 with respect to study program 

p-value IT education IT education STEM education other language management 

IT 
 

0.004** 1 0.078 1 0.008* 1 

education 0.004** 
 

1 1 1 1 1 

IT education 1 1 
 

0.261 1 0.174 1 

STEM education 0.078 1 0.261 
 

1 1 0.607 

other 1 1 1 1 
 

0.756 1 

language 0.008* 1 0.174 1 0.756 
 

0.374 

management 1 1 1 0.607 1 0.374 
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Figure 29. The box plot of responses for questions RE1 with respect to study program 

 

 

Figure 30. The box plot of responses for questions RE2 with respect to study program 

 

 

Figure 31. The box plot of responses for questions RE3 with respect to study program 

 

 

Figure 32. The box plot of responses for questions RE4 with respect to study program 
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Figure 33. The box plot of responses for questions RE5 with respect to study program 

 

 

Figure 34. The box plot of responses for questions RE6 with respect to study program 

 
It was also verified that the year of study as well as the year of response had no significant effect on 

the change in AI readiness among respondents. 
 
AI relevance  

We now turn to analysis on the relevance of AI. The questions addressing this topic were as follows: 

• R1 I know that AI technology will change the world.  

• R2 Learning AI related knowledge is very useful for me.  

• R3 I should learn the basics of AI.  

• R4 I know what my future has to do with AI.  

• R5 The content of the AI course is related to my interests.  

• R6 I can connect AI with everyday life outside the classroom.  
 
The box plot of responses to the questions are depicted in Figure 35. The plot suggests that 

respondents generally acknowledge the broader significance of AI (R1) and find value in learning about 
it (R2). However, there is more uncertainty or less enthusiasm when it comes to personal relevance (R4, 
R5) and connecting it to everyday life (R6). This could point to a gap in how AI education is perceived in 
terms of practical, relatable applications. 
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Figure 35. The box plot of responses for questions R1-R6 

 
We analyzed the relationship between responses to questions R1-R6 and factors such as the year of 

response, study program, and year of study. These factors had minimal impact on the responses overall. 
However, a statistically significant differences in responses to R1-R6 were observed between IT and 
education students.   
 

On the other hand, it was observed that the AI relevance level is significantly different in the 
populations for different genders of respondents. The Mann-Whitney test was used to verify the null 
hypothesis that there are no significant differences in relevance AI levels for men and women. The results 
obtained, test statistics and the p-value, are given in Table 34. As can be seen all questions demonstrate 
statistically significant gender differences in responses, with the strongest differences in questions R1, 
R2, R3, and R5. This suggests that gender may influence attitudes toward AI’s impact, relevance, and 
personal interest, with varying degrees of intensity. Figures 35-40 show the box plots in a group of men 
and women. The boxplot analysis reveals that women generally perceive AI as less relevant compared to 
men across multiple aspects. This is evidenced by lower median responses from women on questions 
related to AI's usefulness, impact on future careers, and connection to everyday life. These differences 
suggest that women may feel less engaged with or interested in AI topics, potentially indicating a gender 
gap in perceived relevance and enthusiasm toward AI. Addressing this gap could be important in 
designing more inclusive AI education strategies. 
 

Table 34. Mann-Whitney test results for responses to questions R1-R6, grouped by gender 

 Z statistic p-value 

R1 9.34 0.0001** 

R2 6.84 0.0001** 

R3 6.45 0.0001** 

R4 2.67 0.008* 

R5 5.89 0.0001** 

R6 4.34 0.0001** 

 

 

Figure 35. The box plot of responses for questions R1 with respect to gender 
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Figure 36. The box plot of responses for questions R2 with respect to gender 

  

 

Figure 37. The box plot of responses for questions R3 with respect to gender 

 

 

Figure 38. The box plot of responses for questions R4 with respect to gender 

 

 

Figure 39. The box plot of responses for questions R5 with respect to gender 
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Figure 40. The box plot of responses for questions R6 with respect to gender 

 

4.3.3 Correlation Analysis 

Analysis of dependencies and correlations between AI satisfaction, AI readiness and AI relevance 
To analyze the relationship between the three components of AI satisfaction, AI readiness, and AI 

relevance, the following approach was applied. First, the average response for each respondent was 
calculated separately for each group of questions: 

• S1,…,S5 denoted as AVG S, 

• RE1,…,RE6 denoted as AVG RE 

• R1,…, R6 denoted as AVG R 
 

Next, Spearman's rank correlation was used to assess the relationships between the newly created 
variables. The results are summarized in Table 35, with the correlations visualized graphically in Figure 
41. 
 

Bez podziału na grupy

Korelacje (Arkusz31 33v*1195c)

AVG S AVG RE AVG R

AVG S

AVG RE

AVG R

 

Figure 41. The correlations between the groups of questions AVG S, AVG RE, AVG R visualized graphically 
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Table 35. Spearman's rank correlate between the groups of questions AVG S, AVG RE, AVG R. Marked correlation 
coefficients are significant with p <0.05 

 AVG S AVG RE AVG R 

AVG S 1 0.224 0.291 

AVG RE 0.224 1 0.643 

AVG R 0.291 0.643 1 

 
The results show that AI satisfaction is weakly correlated with both AI readiness (0.224) and AI 

relevance (0.291), suggesting a limited but positive association. This implies that individuals who find AI 
more relevant or feel more prepared for its use tend to report slightly higher satisfaction levels, though 
other factors may also influence satisfaction. A stronger relationship emerges between AI readiness and 
AI relevance (0.643), indicating that individuals or organizations who feel more prepared for AI adoption 
also perceive it as more relevant. This highlights the close connection between being equipped to work 
with AI and recognizing its importance in various contexts. These findings underscore readiness as a key 
factor in shaping the perceived value of AI. 

Since the above studies noted a wide variation in results between IT students and students outside 
the IT field, similar analyses were calculated with a breakdown of these groups.  

Next, Spearman's rank correlation only for IT students are summarized in Table 36, with the 
correlations visualized graphically in Figure 42. 
 

IF IT=1
Korelacje (Arkusz31 33v*1195c)

AVG S AVG RE AVG R

AVG S

AVG RE

AVG R

 

Figure 42. The correlations between the groups of questions AVG S, AVG RE, AVG R visualized graphically for IT students 

Table 36. Spearman's rank correlate between the groups of questions AVG S, AVG RE, AVG R for IT students. Marked 
correlation coefficients are significant with p <0.05 

 AVG S AVG RE AVG R 

AVG S 1 0.150 0.261 

AVG RE 0.150 1 0.610 

AVG R 0.261 0.610 1 
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The results for IT students reveal variations in the strength of relationships among AI satisfaction (AVG 
S), AI readiness (AVG RE), and AI relevance (AVG R). These insights help identify how perceptions of AI 
differ within the IT student group. For IT students, the correlation between AI satisfaction (AVG S) and AI 
readiness (AVG RE) is weak (0.150), indicating a minimal relationship between satisfaction and readiness 
in this group. The correlation between AI satisfaction (AVG S) and AI relevance (AVG R) is slightly stronger 
(0.261), suggesting that students who find AI more relevant tend to report slightly higher satisfaction 
levels. However, the strongest relationship is between AI readiness (AVG RE) and AI relevance (AVG R) 
(0.610), highlighting a significant link between readiness to adopt AI and recognizing its importance. 
Figure 42 visually emphasizes the stronger association between readiness and relevance, while 
relationships involving satisfaction remain weaker. These findings suggest that while IT students 
recognize the importance of preparation for AI, their satisfaction with AI may depend on additional 
factors beyond readiness and relevance. 

Analogous results for non-IT students are shown in Table 37 and Figure 43. 
 

Table 37. Spearman's rank correlate between the groups of questions AVG S, AVG RE, AVG R for IT non-students. Marked 
correlation coefficients are significant with p <0.05 

 AVG S AVG RE AVG R 

AVG S 1 0.238 0.262 

AVG RE 0.238 1 0.640 

AVG R 0.262 0.640 1 

 
IF IT=1

Korelacje (Arkusz31 33v*1195c)

AVG S AVG RE AVG R

AVG S

AVG RE

AVG R

 

Figure 43. The correlations between the groups of questions AVG S, AVG RE, AVG R visualized graphically for non-IT 
students. 

Both groups exhibit similar patterns, with the strongest correlations consistently observed between 
AI readiness and AI relevance. However, the strength of the relationships varies slightly between the two 
groups. For non-IT students, the correlation between AI satisfaction (AVG S) and AI readiness (AVG RE) is 
0.238, stronger than the equivalent value for IT students (0.150). Similarly, the correlation between AI 
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satisfaction (AVG S) and AI relevance (AVG R) is almost identical for both groups (0.262 for non-IT 
students versus 0.261 for IT students). These results indicate that non-IT students have a slightly stronger 
connection between their satisfaction with AI and their readiness for its use compared to IT students, 
though the association remains weak overall. The correlation between AI readiness (AVG RE) and AI 
relevance (AVG R) is high for both groups but slightly stronger for non-IT students (0.640) than IT students 
(0.610). This suggests that non-IT students who feel more prepared for AI adoption tend to perceive it as 
relevant even more strongly than their IT counterparts. The graphical visualizations (Figures 42 and 43) 
likely emphasize these differences in correlation strength across the groups, particularly in readiness and 
relevance. 

Overall, while the general trends are consistent, non-IT students exhibit marginally stronger 
correlations between the studied variables, particularly in how readiness relates to both satisfaction and 
relevance. This may reflect differing perspectives or levels of experience with AI between the two groups, 
with IT students perhaps relying on other factors beyond readiness and relevance to shape their 
satisfaction. 

We also analyzed the correlation for the division concerning gender, as this was another important 
factor shown to have a significant impact in the studies discussed in previous sections. Spearman's rank 
correlation for male are summarized in Table 38, with the correlations visualized graphically in Figure 44. 
 

Table 38. Spearman's rank correlate between the groups of questions AVG S, AVG RE, AVG R for male. Marked correlation 
coefficients are significant with p <0.05 

 AVG S AVG RE AVG R 

AVG S 1 0.618 0.254 

AVG RE 0.618 1 0.139 

AVG R 0.254 0.139 1 

 
Gender=male

Korelacje (Arkusz31 33v*1195c)

AVG R AVG RE AVG S

AVG R

AVG RE

AVG S

 

Figure 44. The correlations between the groups of questions AVG S, AVG RE, AVG R visualized graphically for male 
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The analysis examines the relationships between AI satisfaction (AVG S), AI readiness (AVG RE), and 
AI relevance (AVG R) among male respondents. For male respondents, the correlation between AI 
satisfaction (AVG S) and AI readiness (AVG RE) is strong (0.618), significantly higher than in previous 
analyses for other groups. This suggests that males who feel more prepared for AI tend to report much 
higher satisfaction levels. Similarly, AI satisfaction (AVG S) and AI relevance (AVG R) exhibit a weak to 
moderate positive correlation (0.254), indicating that the perceived relevance of AI has a smaller but still 
positive association with satisfaction. 

Interestingly, the correlation between AI readiness (AVG RE) and AI relevance (AVG R) is very weak 
(0.139), unlike the strong correlations typically observed between these two variables in other groups. 
This suggests that for male respondents, readiness and relevance are not strongly linked, which may 
indicate a different underlying perception or experience with AI compared to broader samples. 

Overall, the results for male respondents emphasize the importance of readiness in driving 
satisfaction with AI, a trend that is more pronounced than in other groups.  

Spearman's rank correlation for male are summarized in Table 39, with the correlations visualized 
graphically in Figure 45. 
 
Table 39. Spearman's rank correlate between the groups of questions AVG S, AVG RE, AVG R for female. Marked correlation 

coefficients are significant with p <0.05 

 AVG S AVG RE AVG R 

AVG S 1 0.625 0.300 

AVG RE 0.625 1 0.302 

AVG R 0.300 0.302 1 

 
Gender=female

Korelacje (Arkusz31 33v*1195c)

AVG R AVG RE AVG S

AVG R

AVG RE

AVG S

 

Figure 45. The correlations between the groups of questions AVG S, AVG RE, AVG R visualized graphically for female 

The correlation between AI satisfaction (AVG S) and AI readiness (AVG RE) is strong (0.625), similar to 
the male group (0.618). This indicates that for both genders, individuals who feel more prepared for AI 
are significantly more likely to report higher satisfaction levels. However, the correlation between AI 
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satisfaction (AVG S) and AI relevance (AVG R) is slightly higher for females (0.300) compared to males 
(0.254), suggesting that relevance plays a slightly larger role in shaping satisfaction for females. 

The correlation between AI readiness (AVG RE) and AI relevance (AVG R) is moderate for females 
(0.302), in contrast to the very weak correlation observed for males (0.139). This implies that females 
who feel more prepared for AI are more likely to perceive it as relevant, showing a stronger connection 
between these two constructs compared to males. 

Overall, the results highlight notable gender-based differences. For females, readiness and relevance 
are more closely linked, and relevance plays a slightly greater role in influencing satisfaction. These 
findings suggest that females may view readiness and relevance as more interconnected factors, while 
males may weigh readiness more heavily in determining satisfaction. 

The analysis of Spearman's rank correlations across various divisions – IT vs. non-IT students and male 
vs. female respondents – provides valuable insights into how different groups perceive AI satisfaction, AI 
readiness, and AI relevance. Across all groups, AI readiness consistently plays a central role, either directly 
influencing satisfaction or connecting with relevance. However, the strength and nature of these 
relationships vary significantly depending on the group. 

For IT and non-IT students, AI readiness and AI relevance are strongly correlated, suggesting that 
preparation for AI adoption is closely tied to its perceived importance. In contrast, gender-based 
differences reveal unique patterns. Among males, readiness has a pronounced impact on satisfaction, 
while the link between readiness and relevance is weak. Among females, readiness and relevance are 
more balanced, with moderate correlations between relevance and both satisfaction and readiness. 

These findings highlight the diversified ways different groups experience and evaluate AI. Efforts to 
enhance AI satisfaction, readiness, and relevance should consider these variations. For example, tailored 
interventions may be necessary: fostering readiness may be key for males, while improving the 
perception of relevance alongside readiness could be more impactful for females. Additionally, strategies 
for non-IT students might focus on increasing awareness of AI's practical significance, while for IT 
students, addressing external factors influencing satisfaction could be more effective. 

4.4 Results 

The study found several significant differences in perception and attitudes toward AI based on gender, 
field of study and year of study. 

Men demonstrated higher levels of AI readiness and satisfaction with AI learning than women. Men 
were also more likely to perceive AI as relevant to their future careers. This finding may suggest a need 
for initiatives to promote women’s engagement and interest in AI. 

Students in IT-related fields exhibited significantly higher levels of AI readiness and satisfaction with 
learning AI compared to students in other fields. This difference might stem from the inherent alignment 
of IT studies with AI concepts, leading to a more informed and prepared outlook. 

Interestingly, satisfaction with learning AI did not necessarily increase with the year of study. The 
study showed mixed results with some questions indicating higher satisfaction in early years while others 
showed a slight decrease in later years. This challenges the assumption that continuous exposure to AI 
necessarily leads to greater satisfaction and hints at the complexities of student perception toward AI 
throughout their education. 

The study also found that the year in which the survey was taken influenced student satisfaction 
levels, potentially due to major developments in AI technology. A notable increase in satisfaction was 
observed in 2023, coinciding with the release of advanced AI models, suggesting that technological 
advancements and their visibility play a role in shaping student perceptions. 

These findings highlight the need for tailored educational approaches that consider individual 
backgrounds and evolving technological landscapes. Promoting AI literacy and readiness among diverse 
groups requires an understanding of these nuanced differences 

 
The study considers the following answers to individual hypotheses: 
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H1: Years of study are associated with greater perceived satisfaction in learning AI. 
To test this hypothesis, the study looked at how students in different years of study rated their 

satisfaction with learning AI. The researchers used a statistical test called the Kruskal-Wallis test to 
determine if there were significant differences in satisfaction levels between the different year groups. 

The results of the Kruskal-Wallis test confirmed that there is a statistically significant difference in 
satisfaction levels based on the year of study.  However, the post-hoc tests, which were conducted to 
determine exactly which year groups differed from each other, showed mixed results. 

• Some questions suggested higher satisfaction in earlier years of study, while others showed 
a slight decrease in satisfaction in later years. 

• Visual analysis of the data using box plots (Figures 2-6) supported this finding, demonstrating 
that satisfaction levels did not consistently increase with the year of study. 

 
Therefore, the study's conclusion regarding Hypothesis H1 is nuanced: While years of study are 

associated with differences in perceived satisfaction in learning AI, these differences do not indicate a 
clear pattern of increased satisfaction with more years of study. 

This finding is important because it challenges the assumption that continuous exposure to AI through 
education automatically leads to greater satisfaction. The relationship between experience with AI and 
satisfaction appears to be more complex, potentially influenced by factors beyond the scope of this 
study, such as the specific content of AI courses, teaching methods, or changes in students' career goals 
and interests over time. 
 
H2: Men tend to experience greater satisfaction in learning AI that women. 

To test this hypothesis, the research compared satisfaction levels between male and female students 
using the Mann-Whitney test, a statistical test designed to detect differences between two groups. The 
test was performed on responses to five questions (S1-S5) related to satisfaction with AI learning. 

The results of the Mann-Whitney test showed a statistically significant difference in satisfaction levels 
between men and women for all five questions (S1-S5). Further analysis using box plots (Figures 7-11 in 
the sources) visually confirmed that men consistently reported higher satisfaction with learning AI 
compared to women. 

Therefore, the study supports the statement that men tend to experience greater satisfaction in 
learning AI than women. 

  This finding aligns with other observations in the study, such as men generally demonstrating higher 
levels of AI readiness and perceiving AI as more relevant to their future careers. The reasons behind this 
gender difference in satisfaction are not explicitly explored in this study. However, it points to a potential 
gender gap in engagement and interest in AI, suggesting a need for further research and targeted 
interventions to promote equal enthusiasm and positive experiences with AI learning for both men and 
women. 

 
H3: Study program has a significant impact on satisfaction levels in learning AI. 

To test this hypothesis, the study investigated how satisfaction with AI learning varied across different 
study programs. Seven distinct study programs were considered: IT, education, IT education, STEM 
education, languages, management, and other. The research used the Kruskal-Wallis test to assess 
whether there were significant differences in satisfaction levels between these groups. 

The results of the Kruskal-Wallis test confirmed that there is a statistically significant difference in 
satisfaction levels based on the study program. This means that students in some study programs 
reported significantly different levels of satisfaction with AI learning compared to students in other 
programs. 

To pinpoint which specific study programs showed significant differences, we conducted post-hoc 
tests. These tests revealed that the most significant differences in satisfaction levels were observed 
between: 

• IT students and education students 
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• IT students and language students 
 
Further visual analysis using box plots (Figures 12-16) reinforced this finding, demonstrating that: 

• IT students generally reported the highest levels of satisfaction with AI learning. 

• IT education and management students also showed relatively high satisfaction levels. 
 
Therefore, the study strongly supports the statement that study program has a significant impact 

on satisfaction levels in learning AI. This finding suggests that students in fields more closely related to 
AI, such as IT, are likely to experience greater satisfaction with AI learning, potentially due to increased 
relevance, familiarity with concepts, or career aspirations aligned with AI. 
 
H4: Between 2022 and 2024, the level of satisfaction associated with learning AI evolved 
significantly. 

To test this hypothesis, we examined data collected over three years (2022, 2023, and 2024) and used 
the Kruskal-Wallis test to assess whether there were significant differences in satisfaction levels across 
these years. The Kruskal-Wallis test confirmed that the year of data collection did indeed have a 
significant effect on reported satisfaction with learning AI. This finding implies that satisfaction levels 
were not static over time and that something changed between those years that affected how students 
perceived their AI learning experience. 

To identify specific shifts in satisfaction levels, post-hoc tests (Dunn Bonferroni) were performed. 
These tests revealed statistically significant differences in satisfaction levels between the following pairs 
of years: 

• 2022 and 2023 

• 2023 and 2024 
 
Visual analysis of the data using box plots (Figures 17-21) helped to clarify the trend: Satisfaction 

levels appeared to increase notably in 2023 but then returned to roughly the same level in 2024 as 
observed in 2022. 

We can speculate that this fluctuation in satisfaction might be linked to the release and improvement 
of ChatGPT: 

• The initial version, based on the GPT-3.5 model, was launched in November 2022. 

• A more advanced version, powered by the GPT-4 model, became available in March 2023. 
 
The substantial improvement in ChatGPT's capabilities in 2023 could explain the heightened 

satisfaction observed that year. Students may have found the enhanced tool more engaging, useful, or 
relevant to their learning, leading to a more positive perception of AI learning overall. However, as the 
novelty of the improved ChatGPT wore off and became more integrated into everyday life, satisfaction 
levels may have stabilized, returning to levels similar to those before its major update. 

Therefore, the study supports the statement that satisfaction associated with learning AI did evolve 
significantly between 2022-2023 and 2023-2024. The observed fluctuation in satisfaction, potentially 
influenced by advancements in AI technology like ChatGPT, underscores the dynamic nature of the field 
and how perceptions of AI learning can shift in response to new developments. 
 
H5: Men tend to demonstrate higher levels of AI readiness compared to women. 

To test this hypothesis, we analyzed responses to six questions (RE1-RE6) related to AI readiness, 
examining whether significant differences existed between male and female students. We used the 
Mann-Whitney test, a statistical test suited for comparing two groups.  

The Mann-Whitney test revealed a statistically significant difference in AI readiness levels between 
men and women for all six questions (RE1-RE6). This result strongly indicates that a genuine difference 
in perceived AI readiness exists between the genders. 

Visual analysis using box plots (Figures 23-28) further confirmed this finding, clearly showing that: 
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• Across all aspects of AI readiness measured, men consistently reported higher levels of 
readiness compared to women. 

• The most pronounced differences were observed in questions related to the perceived 
usefulness of AI, its ability to stimulate thinking, and confidence in AI's ability to follow 
instructions. 

 
Therefore, the study provides substantial support for the statement that men tend to demonstrate 

higher levels of AI readiness compared to women. 
We do not delve into the specific reasons behind this gender disparity in AI readiness.  However, 

this finding is consistent with other observations in the study, such as men exhibiting: 

• Higher levels of satisfaction with learning AI 

• A stronger perception of AI's relevance to their future careers 
 
This pattern suggests a potential gender gap in attitudes and comfort with AI technology, which 

could stem from various factors like: 

• Differences in prior exposure to technology 

• Variations in educational experiences related to STEM fields 

• Societal influences and stereotypes surrounding technology and gender roles 
 
Further investigation is needed to understand the underlying causes of this gender difference and 

to develop strategies that promote equal levels of AI readiness among all students, regardless of 
gender. 
 
H6: IT student demonstrate higher levels of AI readiness compared to other study programs. 

To test this hypothesis, we analyzed how AI readiness levels differed across various academic 
disciplines. They compared responses from seven study program categories: 

• IT 

• Education 

• IT Education 

• STEM Education 

• Languages 

• Management 

• Other 
 
The Kruskal-Wallis test, a statistical test used to compare multiple groups, was applied to the data. 

The results of the Kruskal-Wallis test confirmed a statistically significant difference in AI readiness 
levels based on the study program. This finding suggests that certain study programs are associated 
with significantly different levels of AI readiness compared to others. 

To determine precisely which study programs differed from one another in terms of AI readiness, 
post-hoc tests were performed. These tests revealed a consistent pattern: IT students demonstrated 
significantly higher levels of AI readiness than students in other study program categories. This 
difference was particularly noticeable in responses to questions about: 

• AI's ability to help individuals adjust things to their needs 

• AI's potential to stimulate thinking 
 
Visual analysis using box plots (Figures 29-34) further supported these findings. The box plots 

illustrated that IT students consistently expressed higher levels of agreement with statements related 
to AI readiness compared to their peers in other fields. 

Therefore, the study strongly supports the statement that IT students demonstrate higher levels 
of AI readiness compared to other study programs. 
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This finding aligns with the overall trend observed in the study that students in fields more closely 
related to AI tend to show greater engagement and comfort with AI technology. This higher level of 
readiness among IT students might be attributed to factors such as: 

• Increased exposure to AI concepts and technologies through their coursework 

• Greater familiarity with the practical applications of AI 

• Career aspirations that are more likely to be directly impacted by AI advancements 
 
H7: Men tend to demonstrate higher levels of AI relevance compared to women. 

To test this hypothesis, we investigated whether there were significant differences in how male and 
female students perceived the relevance of AI. They analyzed responses to six questions (R1-R6), each 
addressing a different aspect of AI relevance, using the Mann-Whitney test. 

The Mann-Whitney test results showed a statistically significant difference between male and 
female respondents for all six questions (R1-R6) relating to AI relevance. This finding strongly suggests 
that gender does play a role in shaping perceptions of how relevant AI is to individuals. 

Further analysis using box plots (Figures 35-40 in the sources) provided a visual representation of 
these differences: 

• Across all six aspects of AI relevance, men consistently rated AI as more relevant compared 
to women. 

• The most pronounced differences were observed in questions addressing AI's impact on 
the world, the usefulness of learning about AI, the importance of learning AI basics, and the 
connection of AI content to personal interests. 

 
Therefore, the study supports the statement that men tend to demonstrate higher levels of AI 

relevance compared to women. 
This finding is consistent with the overall trend in the study that men generally exhibit: 

• Higher levels of satisfaction with learning AI 

• Greater readiness to engage with AI technologies 
 
We don't offer specific explanations for this gender difference in perceived AI relevance. However, 

it suggests a potential gap in how men and women connect AI to their personal lives, academic 
pursuits, and future careers. Possible factors contributing to this gap could include: 

• Differences in exposure to AI-related fields or career paths 

• Variations in encouragement or support for pursuing AI-related interests 

• Societal influences and stereotypes that shape perceptions of technology and gender roles 
 
Further research is needed to explore the underlying reasons for this gender difference and to 

develop strategies that foster an equal sense of AI relevance and encourage participation in the field 
for all students, regardless of gender. 
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5 AI Tools in Higher Education 

Artificial intelligence is increasingly being integrated into higher education to enhance teaching, 
learning, and administrative processes. As technology advances, universities and educational 
institutions are exploring ways to incorporate AI tools to improve educational outcomes, streamline 
assessment procedures, and provide personalized learning experiences.  

This review synthesizes research findings on the use of AI in HE, AI literacy education, the 
application of AI tools in general academic settings, and the specific impact of AI on disciplines like 
engineering and medical education. It also explores the ethical implications and challenges associated 
with AI integration, as well as best practices for educators and institutions to harness the 
transformative power of AI responsibly. 

5.1.1 AI literacy and competences 

Yim and Su [263] investigate pedagogical strategies, instructional tools, and assessment methods 
in teaching AI literacy in a K-12 context. The study suggests incorporating intelligent agents such as: 

• Google's Teachable Machine,  

• Learning ML,  

• Machine Learning for Kids into AI literacy instruction.  
 
Another strategy is to use programming in: 

• Scratch,  

• Python,  

• C++  

• and other programming platforms and languages to teach AI basics.  
 
Hardware-focused devices such as robots are also incorporated into the learning process.  Finally, 

unplugged learning is positioned as an approach to learning AI fundamentals.  
In terms of methodology, authentic/constructive pedagogy, reflective pedagogy, didactic 

pedagogy, and unplugged learning are considered in the context of AI literacy education. 

5.1.2 Applications of AI in General Educational Settings 

Limna et al. [264] discuss the implementation of AI tools and technologies in general education 
settings. The study highlights the use of AI as digital assistants, adaptive learning platforms, and 
automated grading systems, focusing on how these applications enhance personalized learning and 
provide individualized support based on student needs.  

AI tools are also being used for distance learning, providing virtual classrooms and interactive 
learning environments. The study notes the positive impact of AI on educational efficiency and 
effectiveness, but also addresses challenges such as privacy and data security issues.  

It concludes that while AI has transformative potential for education, addressing ethical and 
technological challenges is critical to maximize the benefits. 

5.1.3 AI in academia 

Pinzolits [265] studies AI tools in academic environment. The study indicates the following 
applications of AI tools in academic environment: literature search, analysing research articles, 
academic writing and editing. The list of tools for literature search includes: 

• Consensus,  
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• Elicit,  

• Inciteful,  

• Laser AI,  

• Litmaps,  

• Research Rabbit,  

• System Pro,  

• Scite, Semantic  

• Scholar.  
 
List of tools for analyzing research papers includes:  

• Chat Pdf,  

• Explain Paper,  

• Lateral AI,  

• Open Read,  

• Scholarcy,  

• SciSpace Copilot,  

• Unriddle.  
 
List of tools for writing and editing research papers includes:  

• Jenni.ai,  

• Paper Pal,  

• Quillbot,  

• Trinka,  

• Wisio,  

• Writeful. 

5.1.4 AI-assistance in Higher Education 

Crompton and Burke [114] report on tools and applications for AI-assisted assistance including: 

• virtual, intelligent and learning agents,  

• virtual bots 

• chatbots.  
 
Assistance is aimed at:  

• productivity,  

• effort management,  

• prompting,  

• escorting,  

• guidance,  

• after-hours support  

• working with students.  
 
Another application is student learning management, which includes:  

• learning analytics,  

• identifying learning patterns,  

• curriculum sequencing,  

• instructional design,  

• learning effects analysis,  

• academic detail design,  

• student management,  
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• instructional systems design,  

• student clustering,  

• and personality profiling. 
 
Jauregui-Correa and Sen  [40]  explore the integration of AI tools in higher education engineering 

programs. The study proposes a flexible curriculum model that incorporates AI for developing 
competencies, knowledge acquisition, and engineering skills. The study emphasizes the use of AI in: 

• laboratory activities,  

• project-based learning,  

• certification processes,  
offering a shift from traditional rigid course structures to a node-based system where students 

progress based on individual learning paces and needs. AI applications include using intelligent tools 
for assessment, laboratory simulations, and optimizing student learning paths. The paper underscores 
the role of AI in supporting self-directed learning and enhancing practical, hands-on experiences to 
prepare students for real-world engineering challenges 

Sapci and Sapci [266] discuss the current state of AI tools and education in medical and health 
informatics programs. The review highlights the use of AI tools such as machine learning algorithms, 
natural language processing applications, and virtual reality simulators to enhance medical education. 
These tools are applied in various ways, including: 

• real-time analytics for clinical training,  

• personalized e-learning systems,  

• simulation-based learning environments.  
 
The authors emphasize the importance of integrating AI competencies, such as data analytics and 

ML programming, into medical curricula to prepare students for the evolving demands of healthcare. 
The study concludes with a call for standardized AI training frameworks in medical and health 
informatics education to ensure consistent and effective skill development across programs. 

5.1.5 Generative AI and ChatGPT in HE  

Grassini [130] discusses the perspectives of using generative AI in HE settings. The study highlights 
the use of AI technologies such as ChatGPT for: 

• automating grading processes,  

• facilitating individualized tutoring,  

• enhancing adaptive learning environments.  
 
AI tools are employed to support: 

• essay grading,  

• short-answer evaluations,  

• translation of educational materials into multiple languages.  
 
The study also discusses the potential of generative AI models like ChatGPT to assist in creating 

comprehensive lesson plans, quizzes, and interactive classroom activities, allowing educators to focus 
on more personalized instruction and professional development. However, concerns are raised about 
the limitations, biases, and ethical implications of relying on AI for these purposes, particularly in 
maintaining academic integrity and ensuring unbiased assessments interaction.  

Adiguzel [267] discusses various applications of AI tools in higher education. The study highlights 
AI's ability to: 

• facilitate personalized learning,  

• automate administrative tasks,  

• provide instant feedback through intelligent tutoring systems and chatbots.  
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ChatGPT is specifically noted for its role in enhancing student engagement and supporting 
individualized instruction by creating interactive, human-like dialogue. The paper also emphasizes AI's 
potential to automate grading, manage learning management systems, and offer tailored learning 
experiences based on student needs and performance data. Despite these advantages, the authors 
raise concerns about ethical implications, including bias in algorithms and the impact on academic 
integrity. The study calls for the responsible integration of AI tools in HE to optimize learning outcomes 
while ensuring ethical considerations are addressed. 

Sain et al. [268] explore the integration of AI tools, specifically ChatGPT, in higher education to 
improve pedagogical practices. The study highlights AI's ability to personalize learning experiences, 
automate grading and assessment processes, and facilitate language translation and content 
development. The study also emphasizes how ChatGPT can support educators by creating interactive 
lesson plans, providing immediate feedback, and acting as a virtual assistant for administrative tasks. 
The authors also discuss the ethical implications and challenges associated with AI, including the need 
for critical evaluation and the potential for bias. The paper concludes that while AI offers 
transformative opportunities, effective implementation requires proper training and ethical guidelines 
to maximize its educational benefits. 

Boubker [269] investigates the impact of AI tools, specifically ChatGPT, on enhancing student 
learning in higher education institutions in Morocco. The study employs an empirical approach using 
partial least squares structural equation modeling (PLS-SEM) to evaluate how factors such as output 
quality, perceived ease of use, and social influence affect the perceived usefulness, usage, and 
satisfaction associated with ChatGPT.  The study also reveals that the perceived quality of output from 
ChatGPT significantly influences its perceived usefulness, encouraging students to use it more 
frequently. It highlights that when students find the AI tool easy to use, they are more likely to 
perceive it as beneficial, which directly impacts their satisfaction levels. The research also 
underscores the importance of social influence, noting that the encouragement from peers and 
educators positively affects students' willingness to engage with the technology. Furthermore, the 
study discusses the implications of these findings, suggesting that integrating AI tools like ChatGPT into 
higher education settings can enhance personalized learning experiences and support academic 
success. It emphasizes the need for higher education institutions to adapt their policies and curricula 
to leverage AI's potential while ensuring ethical usage and preventing over-reliance that may hinder 
the development of critical thinking and problem-solving skills. The research concludes that while AI 
tools can positively influence student learning outcomes, their effective integration requires 
thoughtful consideration of user satisfaction and institutional support to maximize educational 
benefits. 

Moorhouse et al. [270] explore how higher education institutions are adapting assessment 
guidelines in response to the rise of generative AI (GAI) technologies like ChatGPT. The study reviews 
guidelines from the world’s 50 top-ranking universities, revealing that nearly half have developed 
publicly accessible guidelines addressing GAI usage in assessments. These guidelines focus on three 
primary areas: maintaining academic integrity, providing advice on assessment design, and improving 
communication with students regarding GAI use.  

HEIs emphasize the need for instructors to rethink traditional assessment tasks, recommending 
that teachers test their assignments using GAI tools to understand how these technologies might be 
used by students. Some guidelines also propose integrating GAI into the assessment process itself, 
such as by having students use these tools as part of their work, while still critically engaging with the 
output. This shift highlights a growing acceptance of GAI tools, suggesting that rather than banning 
their use, institutions are aiming to incorporate them responsibly within educational frameworks. The 
paper also discusses the implications of using GAI tools in assessments, particularly around plagiarism 
and academic misconduct.  

Many universities provide detailed advice on how students should acknowledge their use of GAI, 
including proper citation practices and documentation of how the tools were utilized. Despite the 
concerns, the study advocates for a balanced approach where GAI becomes a component of modern 
education, preparing students for real-world applications while maintaining ethical standards. 
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Atlas [271] explores the transformative role of AI, particularly ChatGPT, in enhancing teaching, 
learning, and professional development within higher education. The study emphasizes the various 
applications of ChatGPT, such as assisting with writing, generating lesson plans, creating interactive 
learning experiences, and automating administrative tasks. ChatGPT is also presented as a tool for 
enhancing student engagement through personalized learning and instant feedback. The guide 
highlights how ChatGPT supports professional communication, including drafting reports, improving 
presentations, and managing correspondence efficiently. It underscores the tool's capacity for 
generating tailored responses, offering educators and professionals opportunities to engage with 
technology innovatively. Additionally, the guide addresses the ethical considerations of using ChatGPT, 
emphasizing responsible use to avoid biases and maintain academic integrity. By providing step-by-
step instructions, the guide equips educators and professionals with strategies to integrate AI 
effectively into their practices 

Gill et al. [272] discuss how ChatGPT and other AI chatbots are reshaping education, focusing on 
online and blended learning environments. The study highlights the integration of ChatGPT in 
educational platforms for personalized learning, assessment automation, and language learning 
support. ChatGPT is shown to assist educators in creating instructional content, enhancing classroom 
discussions, and offering tailored support to students. The research emphasizes the potential for AI to 
facilitate language learning, improve critical thinking skills, and support remote learning through 
integration with IoT devices. However, the paper also identifies significant challenges associated with 
the use of ChatGPT in education. These include concerns about the reliability and accuracy of the 
information provided by the AI, the potential for academic misconduct, and the risk of exacerbating 
digital inequalities. ChatGPT’s limitations, such as biases in its responses and outdated knowledge, 
pose risks that must be addressed to maintain academic integrity and credibility.  The authors propose 
measures for educators and institutions, such as updating assessment practices to account for AI-
generated content and providing training for both educators and students on the ethical and 
responsible use of AI tools. The study concludes that while AI has transformative potential, its effective 
integration requires proactive measures to ensure fair and equitable educational opportunities. 

5.1.6 Conclusions  

The findings on AI tools in higher education from the literature reveal several key areas that 
illustrate diverse applications and challenges associated with AI integration.   

1. AI-driven personalization and engagement – AI tools in HE are heavily oriented toward 

enhancing personalization in learning environments. Intelligent tutoring systems, adaptive 

learning platforms, and chatbots are leveraged to create customized educational pathways 

that respond to individual student needs. This trend reflects a move toward flexible learning 

systems that maximize student engagement and cater to diverse learning styles. 

2. Automation and efficiency enhancement – a prominent theme is the use of AI for automating 

repetitive tasks, including grading, administrative support, and learning management. The 

implementation of AI in these areas is aimed at increasing efficiency and allowing educators 

to focus more on instructional and interactive aspects of education. The emphasis is on 

leveraging AI to optimize operational efficiency, freeing up institutional resources for more 

strategic and pedagogical efforts. 

3. Generative AI integration and classroom innovation – generative AI tools, such as ChatGPT, are 

recognized for their transformative impact on classroom dynamics. These tools support 

educators by generating lesson content, quizzes, and interactive activities, facilitating 

innovative teaching approaches. However, the integration of generative AI also demands new 

pedagogical strategies to ensure its use enhances rather than undermines learning processes. 

This includes developing frameworks for critical engagement with AI-generated content and 

exploring innovative methods for embedding these tools within curricula. 
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4. Sector-specific applications in engineering and medical education – the literature highlights 

specific applications of AI in medical and engineering fields, focusing on laboratory simulations, 

clinical training, and project-based learning environments. AI supports hands-on, practical 

education, allowing students to gain experience in simulated environments that mirror real-

world conditions. These applications aim to bridge the gap between theoretical knowledge 

and practical skills, preparing students for professional challenges. 

5. Ethical and institutional considerations - ethical concerns are a recurring theme, with a focus 

on the responsible use of AI tools to maintain academic integrity and manage biases inherent 

in AI systems. Institutions are urged to establish comprehensive guidelines to manage the use 

of AI tools, particularly in assessment and student support services. Addressing privacy issues, 

algorithmic fairness, and the impact of AI on traditional educational values remains central to 

the responsible deployment of AI technologies. 

6. Policy development and teacher training – the need for policy adaptation and professional 

development for educators is another key trend. As AI becomes integral to HE environments, 

institutions must update policies to align with technological capabilities and provide training 

to educators on how to implement AI tools effectively. This ensures that AI is used as an 

enhancement to, rather than a replacement for, traditional teaching methods, supporting 

teachers in their evolving roles. 

Summarising, the future of AI tools in higher education is in their diverse applications and 
transformative potential. AI tools are primarily used to enhance personalized learning experiences 
through adaptive learning platforms, intelligent tutoring systems, and chatbots that tailor educational 
content to individual student needs. These tools also support efficiency by automating administrative 
tasks such as grading, scheduling, and managing learning management systems.  

Generative AI technologies like ChatGPT facilitate innovative teaching methods by creating lesson 
content, interactive activities, and assessments.  

In specialized fields such as medical and engineering education, AI tools are used to provide hands-
on, simulated training environments that prepare students for real-world professional scenarios.  

However, ethical and institutional considerations, including the management of privacy concerns, 
academic integrity, and biases in AI algorithms, remain critical. There is a need for policy development, 
comprehensive guidelines, and educator training to maximize the effective and responsible integration 
of AI tools in HE. 
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7 Appendix  

 

7.1 Questionnaire items 

Source: https://www.mdpi.com/2071-1050/12/16/6597  
 
Basic personal information  

• Q1 Gender:  

• Q2 Grade (year of study):  

• Q3 Age (just fill in a whole number):  

• Q4 Study programme:  

• Q5 How many hours of AI-related courses have you taken (from 0 to many, not per week, 
summary in your study):  
 

AI Literacy  

• L1 I know that AI can be used for image recognition and search.  

• L2 I know that AI can be used for speech recognition and search.  

• L3 I (will) use AI-assisted online translation.  

• L4 I (will) communicate with the AI voice assistant (such as Siri, Baidu voice search).  

• L5 I know that AI technology can predict some things (such as popular music and books).  
 
AI readiness  

• RE1 AI technology can help people in their daily lives.  

• RE2 The AI tool is becoming more and more convenient to use.  

• RE3 I like to use the advanced AI technology.  

• RE4 The technology can help me adjust things to my needs.  

• RE5 The new AI technology will stimulate my thinking.  

• RE6 I am confident that AI technology will do things following my instructions.  
 
The relevance of AI  

• R1 I know that AI technology will change the world.  

• R2 Learning AI related knowledge is very useful for me.  

• R3 I should learn the basics of AI.  

• R4 I know what my future has to do with AI.  

• R5 The content of the AI course is related to my interests.  

• R6 I can connect AI with everyday life outside the classroom.  
 
Career motivation  

• CM1 I think learning AI is helpful to my future.  

• CM2 I think learning AI can help me find a good job.  

• CM3 Working in AI-related work is an interesting way to earn a living for me.  

• CM4 I will learn AI related knowledge for my future interests.  
 
Social Goods  

• SG1 I hope to use my AI knowledge to serve others.  

• SG2 I hope to use AI to help people who are weak and in difficulties.  

https://www.mdpi.com/2071-1050/12/16/6597
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• SG3 I hope to use AI to bring benefits to all mankind.  

• SG4 The combination of AI and design thinking can enhance my ability to help others.  

• SG5 It should be consider the interests of the majority when using AI.  
 
AI anxiety  

• A1 I am worried that AI will bring trouble to my future.  

• A2 Considering AI, I am not sure what my future will become.  

• A3 I am worried that my future will fail because of AI.  

• A4 When I think about AI, I feel uneasy.  

• A5 I feel very pressured to hear about the advancement of AI technology.  
 
Confidence  

• C1 I am confident of getting good grades in AI classes.  

• C2 I believe that I can learn the AI course well as long as I work hard.  

• C3 I believe I can understand the most difficult content in AI classes.  

• C4 I believe I can learn the basic concepts in AI class well.  

• C5 I believe I can understand the most complex content explained by the teacher in the AI 
class.  

 
Satisfaction  

• S1 Learning AI makes me feel very satisfied.  

• S2 Successfully completed the AI course made me feel good.  

• S3 I think learning AI is very interesting.  

• S4 I am satisfied with what I have learned from the AI course.  

• S5 I feel rewarded from learning AI.  
 
Intrinsic motivation  

• IM1 I prefer AI topics that arouse my curiosity, even if they are difficult to understand.  

• IM2 I like the challenging AI courses so that I can learn new things.  

• IM3 What I am most satisfied with is to understand the content of AI courses as thoroughly 
as possible.  

• IM4 I like the content of passed AI courses.  
 
Behavioural intention  

• BI1 I will continue to learn about AI.  

• BI2 I want to pay active attention to the application of AI.  

• BI3 I will continue to stay tuned for AI-related information.  

• BI4 I plan to use AI tools to help me learn.  

• BI5 I intend to use AI to help me solve problems. 
 

 



 

 

 

 

 
 
 


