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1.1 Knowledge discovery process

1.1.1

The huge amount of data that is recorded not only when visiting websites has little
informative value. For this reason, the concept of Knowledge Discovery was
created. The term knowledge discovery can be understood as a process that
includes data selection, data preprocessing, data transformation, data analysis
and interpretation of results.

One of the best-known areas of knowledge discovery is Knowledge Discovery in
Databases (KDD), which couldbe defined as the non-trivial retrieval of implicit,
previously unknown and potentially useful information from data. The data sources
in this case are production databases and data warehouses. By analogy, the
discovery of knowledge from databases includes the acquisition of data from texts,
and this process is called text mining, i.e. Knowledge Discovery in Texts (KDT). As
with KDD, statistical methods and machine learning methods are used to analyze
data, while the biggest differences are in the data preparation itself, ie the
representation of the text.

1.1.2
Choose the correct answer.
What is the area for discovering knowledge from the web?

1 Web Mining
1 Knowledge Discovery in Databases
1 Knowledge Discovery in Texts

1.1.3

Today the Internet is the most dynamically developing source of information and an
important source of data. From the need to analyze data from this source, a related
area of discovering knowledge from databases was created - discovering
knowledge from t he web (Web Mining, WN). The definition of WM could be
understood as the extraction of interesting and potentially useful knowledge and
information from web -related activities. Based on the examined type of data in the
extraction process, WM is categorized into three types:

T discovery of knowledge based on web structure mining,
1 discovery of knowledge based on web content (Web Content Mining,
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1 discovery of knowledge based on web usage (Web Log Mining or the term
Web Usage Mining is also useil

The biggest differences between the areas of knowledge discovery, in the process
management by CRISRDM methodology, are in the phase of data preparation (Data
Preparation), while data preparation is the most time -consuming phase in the
whole process of knowledge discov ery. One of the most demanding data sources in
terms of data preparation is the web server log file. The main reason is the large
amount of irrelevant data collected and its inaccuracy or incompleteness.

1.1.4
Choose the correct answer.

What is the data source for web servers?

1 Log file
1 Cloud
T FTP
1.1.5

Websites are a source of information for visitors. However, a website can also
serve as a source of information about visitors, such as a visitor's interests, needs,
and behavior on a web portal.

The goal of Web-based knowledge discovery is to analyze user browsing behavior.

The issue of Web Usage Mining (WUM) and the study of the behavior of web users
is part of several types of research. WUM involves understanding the behavior of
users when using a website. A similar philosophy can be used for users of
information systems, whose behavior in the system can reveal possible errors or
contribute to the improvement of the system.

Log files are used to record tracks, whether on websites or in information files.
Examining the log files reveals not only the behavior but also the habits of the
users.

Since mainly anonymous data are recorded in the log files, it is necessary to
process them and prepare them for analysis, using the methods of data
preprocessing . Data preprocessing is an important part of WUM and a number of
preprocessing techniques have been proposed for this purpose.
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1.1.6
Choose the correct answers.

What can be the goal when examining the behavior of e-shop visitors from the log
file?

Shopping cart analysis

The most visited categories
Purchase satisfaction questionnaire
Shopping in competing e-shops

= =4 =4 =4

1.1.7

The principle of discovering knowledge can be approached by discovering patterns
of behavior of web users . Knowledge discovery can be understood as a process
that includes data selection, data preprocessing, data transformation, data analysis
and interpretation of results.

Web usage data is recorded in a web server log file. From a large amount of data,
we can obtain information that will help us better understand the researched data.
This information includes, for example, statistics on the number of accesses for a
given time period , the number of visits or the average length of visits to the web ,
etc.

The result of sequence analysis is sequence rules , which represent the acquired
knowledge, while the found rules are expected to be clear and useful. From the
point of view of the application, it is possible to use only a part of the discovered
knowledge (patterns of behavior of web users), the remaining rules are trivial in
terms of usefulness, resp. inexplicable, that is, unusable because they do not bring
any new knowledge. Based onuseful rules is possible to identify navigation errors,
edit links and other inaccuracies, respectively. identify the behavior of web portal
users.

1.1.8
Choose the correct answers.

What different information can we get by examining the log file from the
webserver?

T Numbers of accesses
1 Average visiting
1 Information about used devices (pc, mobile, ...)
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1 Information about the hardware used
T Browsing history of all sites

1.1.9

The CRISP-DM methodology provides a uniform and universal procedure for

solving various tasks in the field of knowledge discovery (it represents the
standardization of the process). The methodology consists of a sequence of steps -
business understanding, data understanding, data preparation, modelling,
evaluation of results, deployment of results. The order of the individual phases is
not fixed and the process is cyclical.

It was primarily created for project management in the field of discovering
knowledge from databases, but it can also be used for Text Mining and Web Mining.

1.1.10
Sort the individual phases of the CRISRDM methodology in the correct order.

Evaluation

Deployment

Data preparation
Modelling

Data understanding
Business understanding

=A =4 =4 =4 -4 A

1.2 Analytic methods

1.2.1

The core of the whole process of discovering knowledge is the application of
analytical methods in order to acquire new knowledge. This phase is often referred
to in English terms like Data Mining, Modeling or Analyze. The most common
translation of the te rm Data Miningis an in-depth analysis, modelling, i.e. data
mining. Any method that helps to gain more knowledge from the data is useful, i.e.
Data Miningmethods are a highly heterogeneous group.

The input to the analytical procedures is preprocessed or transformed data and the
output is knowledge. The following phase of evaluation of results i.e. acquired
knowledge is closely linked to the use of basic statistical methods. It is common
practice to return to the modelling phase when the knowledge gained is not of the
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required quality. Subsequently, it is necessary to change the parameters of the
model, i.e. use of another valid method.

The choice of analytical method depends on the purpose for which the model is
intended. There are usually a number of different methods for solving a problem. It
is recommended to use several different methods and combine their results.

The creators of the CRISR-DM methodology (Cross-Industry Standard Process for
Data Mining) list six types of problems -tasks and the methods recommended for
them. The use of a particular method depends on the specific problem, and the list
of recommended methods is not complete, but rather a list of the most commonly
used methods to solve the problems. Also, problem types are not disjoint grou ps.

1.2.2

Data description and summary

Suitable methods:

1 descriptive statistics,
1 data visualization,
1 OLAP data analysis.

KDD example:

A business chain can use OLAP analysis to create a data cube that summarizes
sales volume by time (year, quarter, month, week), product (product type, category,
subcategory, product name) and geographic (region, county, district, city)
dimension.

Example WUM:

Using the descriptive statistics application, the portal operator can find out basic
characteristics about the use of the portal, such as the total number of accesses,
the share of accesses from NAT and proxy devices, the share of accesses by
search engine robots (Google, Bing, Yahoo, etc.), the share of internal and external
access, the average length of identified sequences/visits, number of identified
sequences, etc. Even a simple visualization of interaction frequencies can reveal,
e.g. the dependence between the content of the portal viewed and accesses from
inside and outside the organization's netwo rk.

1.2.3

Choose the correct answer.
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Which methods would you use for data description and summaries?

Data visualization
Neural networks
Clustering

Decision trees
Genetic algorithms
Regression analysis
Association rules
Decision rules
Discriminant analysis

= =4 =4 =4 -4 A -4 -4 -4

1.2.4

Segmentation

Suitable methods:

1 clustering techniques,

1 neural networks,

T data visualization.
KDD example:
A car sales company regularly collects information about its customers focused on
socio-economic characteristics such as salary, age, gender, profession, etc. By
applying cluster analysis, a company can segment its customers into several
understandable groups and analyze the structure of each of them, which will allow
them to develop specific marketing strategies for each group sepa rately.
WUM example:
By applying cluster analysis, the portal operator can segment site users, identifying

groups of visitors with similar needs. Subsequently, in combination with other
knowledge, it can adapt the portal to the identified homogeneous groups.

1.2.5
Choose the right answers.
Which methods would you use for segmentation?

1 Data visualization
7 Neural networks

10
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Clustering

Decision trees
Genetic algorithms
Regression analysis
Association rules
Decision rules
Discriminant analysis

= =4 =4 =4 A A -4

1.2.6

Description of concepts

Suitable methods:

1 decision rules,
T clustering of concepts.

KDD example:

By using data on new car owners and applying decision rules to that data, a car
company can obtain rules that describe the loyalty and disloyalty of its customers.
Below are examples of decision rules:

If GENDER = male and AGE> 51 then CUSTOMER = loyal

If GENDER = female and AGE> 21 then CUSTOMER = loyal

If PROFESSION = manager and AGE <51 then CUSTOMER = disloyal
If STATUS = single and AGE <51 then CUSTOMER = disloyal

Example WUM
By applying decision rules to data on the use of the e-commerce system in

connection with the user profile, the e-commerce operator can obtain rules that
describe potential applicants for the offered product categories, i.e. services.

1.2.7

Choose correct answers.

Which methods would you use to describe concepts?
1 Data visualization

7 Neural networks
1 Clustering

11
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Decision trees
Genetic algorithms
Regression analysis
Association rules
Decision rules
Discriminant analysis

= =4 =4 -4 -4

1.2.8

Classification

Suitable methods:

discriminant analysis,

decision rules,

decision trees,

neural networks,

k-nearest neighbours/methods based on analogy,
case judgment/ analogy -based methods,
genetic algorithms.

= =4 =4 =4 -4 A 4

KDD example:

Banks generally have information on the payments of their clients who repay the
loan. By combining this financial information with other information about the
client, such as gender, age, salary, etc., it is possible to ceate a system for
classifying new clients (credit risk when accepting a client can be low or high).

Example WUM:

After segmenting the site visitors and applying the decision trees, the portal
operator can clearly characterize the identified groups based on the user profile.

1.2.9
Choose correct answers.
Which methods would you use for classification?

Data visualization
Neural networks
Clustering
Decision trees
Genetic algorithms

=A =4 =4 =8 =4

12
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Regression analysis
Association rules
Decision rules
Discriminant analysis

= =4 =4 =4

1.2.10

Prediction

Suitable methods:

regression analysis,

regression trees,

neural networks,

k-nearest neighbours/methods based on analogy,
Box-Jenkins methodology/time series,

genetic algorithms.

=A =4 =4 =4 -4

KDDexample:

The annual income of an international company correlates with other attributes,
such as advertising expenses, exchange rate, inflation, etc. Using these values(or
their reliable estimates for next year), the company can predict expected income for
the next year.

Example WUM:

By applying a multinominal logit model, the portal operator can model user behavior
over time. The multinominal logit model can be used to model the probabilities of
access to web parts of the portal depending on time, while by introducing artificial
variables it can distinguish days of the week, weekend and working week, internal
and external accesses, etc. depending on the hour of the day. This knowledge can
be used for maintenance planning, modifications, portal downtime, i.e. its parts. If
the portal serves as an interface (gateway) for access to other systems of the
organization, the acquired knowledge can be useful for their administrators.

1.2.11
Choose correct answers.
Which methods would you use for prediction?

1 Data visualization
7 Neural networks

13
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Clustering

Decision trees
Genetic algorithms
Regression analysis
Association rules
Decision rules
Discriminant analysis

= =4 =4 =4 A A -4

1.2.12

Dependency analysis
Suitable methods:

correlation analysis,
regression analysis,
association rules,

Bayesian networks,
inductive logic programming,
data visualization.

= =4 =4 =4 -4

KDD example:

By applying regression analysis, a commercial production company can find a

significant relationship between the total sales of its pro ducts, their price and the
total amount spent on advertising. By discovering this knowledge, a company can
achieve the desired level of sales by changing the price and/or advertising costs.

WUM example
By applying association and sequence rules, the portal operator can extract

patterns of behavior of site users, search for associations between visited pages in
order to restructure the pages according to the way they are viewed.

1.2.13
Choose correct answers.
Which methods would you use for dependency analysis?
Data visualization
Neural networks

Clustering
Decision trees

=A =4 4 =4

14
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Genetic algorithms
Regression analysis
Association rules
Decision rules
Discriminant analysis

Knowledge Discovery | FITPED
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2.1 Business understanding

21.1

The first phase of the process is the phase of business understanding . This phase
is focused on understanding the objectives of the problem formulated from the
point of view of the client and determining the task of discovering knowledge - the
type of problem from the point of view of data modelling. In this initial step, it is
very important to work with an expert on data from a given application area.

Knowledge discovery tasks:

=A =4 =4 =4 -4

data description and summarization,
segmentation,

description of concepts,
classification,

prediction,

dependency analysis.

2.1.2

Choose correct answers.

Where can visits by visitors to the web portal be recorded?

= =4 =4 =4 A

Log file

Database

PHP file

Web browser
Operating system

2.1.3

Most often we can meet with traffic analysis, restructuring, personalization and
maintenance planning, where these applications can correspond to the following
knowledge discovery tasks:

= =4 4 =4

traffic analysis - dependency analysis,

restructuring - dependency analysis,

personalization - segmentation, classification, dependency analysis
maintenance planning - prediction.

17
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Dependency analysis is used mainly in the analysis of portal traffic (website), where
we do not examine access to portal pages, but access to wider categories of portal
content. Similarly, e.g. in the case of virtual learning environments, we do not
examine access to course pages, but approaches to course activities. The aim is to
identify associations between broader categories of portal/system content.

2.1.4
Choose correct answers.

If we wanted to focus on improving the user interface of our website, what methods
would we use for analysis?

1 Segmentation

1 Classification

1 Dependency analysis
1 Prediction

2.1.5

In the case of the restructuring of the portal, we would also solve the task of
dependency analysis, where based on the found patterns of behavior of web users,
we can regroup links, identify navigation errors and inaccuracies on the site.

For example, personalizing the portal could consist of the following tasks -
identifying groups of users with the same needs, describing homogeneous groups,
and searching for patterns of behavior within the identified homogeneous groups.

In the case of maintenance planning, we would solve the prediction task, where we
can model the probabilities of access to the web parts of the portal depending on
time and other explanatory variables. This knowledge can be used for planned
modifications, outages of the portal or its parts.

The first phase in the process of discovering knowledge is business understanding .
The task is to understand the goals of the problem formulated in terms of data
modelling.

Knowledge discovery tasks include:

data description,
summary,
segmentation,
description of concepts,
classification,

=A =4 =4 =8 =4

18
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1 prediction,
1 dependency analysis.

2.2 Data understanding - Data sources

221

Web usage datais collected from a variety of sources. They represent patterns of
navigation for various segments of total web traffic, from single users and single -
page browsing behaviors to patterns of multi -user and multi-page access.

The web server log file may not always contain enough information to infer client -
side behavior because it relates to pages provided by the webserver. Data can be
collected from:

1 web servers,
1 proxy servers,
1 web clients.

2.2.2

From the point of view of what we want to analyze, we can have several data
sources. Whether we want to research data regarding the use of a web portal,
information system or electronic documents. Data sources for different
approaches:

Database:
T production databases,

data warehouses,
1 public databases.

=

Text:

T collections of electronic documents (qualification works, open answers in
guestionnaires, text contributions ...).

Web:
1 web content (websites, text posts, discussions, ...),

site map,
1 log files.

==

19
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2.2.3
Choose correct answers.
What information does the sitemap provide us?
Web portal structure
The path to a specific page

Information about the pages visited on the web portal
Path to the log file

= =4 =4 =4

2.2.4

Let's take a closer look at the resources in databases. The advantage of the source
in the database is mostly the possibility of editing using SQL statements. Due to the
fact that not all data that are recorded are necessary for the analysis of sources, it

is necessary to pre-process them in subsequent phases. Working with a database
reduces the need to create or use a data preparation tool.

In the case of web portals, the MySQL database is most often used, nowadays
MariaDB or PostgreSQL, which are freely available database tools. A paid alternative
is an MS SQL server or the possibility of using various cloud repositories (e.g.
Firebase).

The preparation of data from databases is affected by the complexity of the
database and the structure itself.

2.2.5
Choose correct answers.
Freely available database systems include:

MariaDB

MiSQL

PostgreSQL

OpenSQL

SQLopen

MySQL

MS SQL Server Express

=A =4 =4 =4 -4 4

20
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2.2.6

For web servers, the main data source is a log file that is stored on a disk. The so-
called Common Log File standard

127.0.0.1 user - identifier frank [10 / Oct / 2000: 13: 55: 36 -
0700] "GET /apache_pb.gif HTTP / 1.0" 200 2326

This type of file includes information:

IP address,

user identifier (in the case of web portals with mandatory authentication),
date and time of access,

Web server requests (that is, the requested page)

return code (or server response),

response size in bytes.

= =4 =4 =4 -4

Some web servers also record so-called referrer, i.e. the website from which the
user came to the page and also the so-called user agent, i.e. information about the
web browser used and the operating system. All this information represents a
significant added value for the analysis of the behavior of visitors to the web portal.

2.2.7
Choose the correct answer.

What is a referrer?

1 Information from where the user came to the page

1 Friend on the phone

1 Information regarding the recommendation of goods for purchase
T User information

2.2.8

The Common Log Fileformat is supported by most analytics tools, but the
information about eac h transaction with the server is fixed. In many cases, it is
desirable to record more information. Sites that are sensitive to privacy issues may
want to skip certain data. In addition, ambiguities arise when analyzing the log file,
because some delimiter characters may appear in some fields. The Extended Log
File Format is designed to meet the following needs:

1 allow control over the recorded data,

21
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1 support for the needs of representatives, clients and servers in a classic
format,

1 providing a robust solution to character problems

1 allow the exchange of demographic data

1 allow the expression of aggregated data.

Example of records in extended log file format:

#Version: 1.0
#Date: 12 - Jan- 1996 00:00:00
#Fields: time cs - method cs - uri

00:34:23 GET  /foo/bar.html
12:21:16 GET /foo/bar.html
12:45:52 GET /foo/bar.html
12:57:34 GET /foo/bar.html

2.2.9

When working with the Web, severallog files are generally used, someon the
server-side and others on the client-side. If we look at the server-side, there are
several types of physical locations of the webserver.

1. Direct connection to the Internet, in which case the log file is created by the
web server itself and this file is unique.

2. Proxy connection. The proxy server is connected to the Internet on the one
hand and to the web server on the other. The role of a proxy is to reduce the
load on the webserver by caching individual web pages, and if multiple
clients request the same page, it offers it from memory and no longer
forwards the request to the web server. The proxy log file contains all access
data, while the web server log file is no longer consistent.

3. Connection via aload balancer. It can be a stand-alone device or just using a
Domain Name System (DNS) configuration. In this case, several web sewers
with the same content are involved, and clients connect to one of these
servers depending on their configuration (either request are distributed
sequentially as they arrive, or so that each server is equally busy). In this
case, it may happen that each server stores its own log file, and in order to
get complete, these files must be merged.

2.2.10
Choose the correct answer.

What is a load balancer?

22
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Connecting multiple web servers with the same content
Weight balancer

One server that redirects usersto another website

User type

= =4 =4 =4

2.2.11
From the client's side, we consider only two ways of connection:

1. the client has a direct connection to the Internet and thus its communication
is directly between it and the server (even in the case of using a NAT device)

2. the client is connected through a proxy. In this case, the role of the proxy is
to reduce the load on the Internet connection in such a way that if multiple
clients request the same page, the connection to the server is made only
once and each client is provided with a cached version. This results in the
absence of requests in the webserver log files.

2.2.12

Another necessary source of data in data preparation is the current site map. The
sitemap contains information about whether there is a link between the pages, that
is, whether there is a hyperlink between the pages from one page to another.

The most common way to obtain a site map is through web crawling implemented
in data mining tools. Due to the fact that web portals are dynamic and constantly
changing, it can be problematic to obtain historical data corresponding to the

examined log file. Therefore, an alternative method is to generate a site map from
the log file itself.

2.2.13
Is this statement true?

The old site map can be used in combination with a newer log file even if the
structure of the web portal has changed in the meantime.

1 False
T True

23
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2.3 Data acquisition (example)

23.1

The aim of the following project will be to complete all phases of work with the log
file and analysis of data that are in the log file.

We will focus on the behavior of visitors to the university's web portal. The
university portal consists of seve ral pages, where visitors have access to important
information about current and future studies. Orientation on the website or the

availability of information may prevent visitors from accessing some information,
or we may reveal that their information is a priority for other information.

2.3.2
As a source of data, we used automatically stored data on the use of the website,
which are stored in a common standard structure, in text format, or in its own
structure, most often organized in a relational dat abase (for example, in the case of
virtual learning environments).

We distinguish two types of web portals:

1 web portal with anonymous access,
1 web portal with mandatory authentication .

The difference between the types of web portals is significant because in the latter
case we have information about the user directly in the log file.

2.3.3

Choose the correct answer.

What type of portal is the https://www.ukf.sk website in terms of browsing the
portal?

1 Web portal with anonymous access
1 Web portal with mandatory authentication

2.3.4

From the given sources it is enough to monitor the attributes:

24
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1 IP address,
1 date and time of access,
T URL

For portals/systems that require user authentication, the user IDmust also be
monitored. If our source is data on the use of the virtual learning environment, we
are also interested in the activity attribute, which categorizes the course pages into
individual activities. From these attributes, we further create variables that are used
directly for modelling, i.e. in the data preparation phase.

2.3.5
Choose correct answers.
What information can a standard log file from a web portal contain?

IP address

Date and time of access
Access page

Personal information
Login passwords

Web browser information

=A =4 =4 =4 -4 A

2.3.6

Another source of data that is needed primarily for data preparation is the current
site map. Sometimes it is necessary to analyze user behavior from historical data,
and a site map from that period may not be available.

For example, we would be interested in the behavior of users of the bank's portal in
the pre-crisis period, i.e. in the period before the adoption of the euro. The adoption
of the euro brought not only a new currency and new rules but also a new portal
with a new structure for most banks. In this case, a referrerentry in the log file can
be used to reconstruct the activities of site users.

2.3.7
Choose correct answers.
We are researching the university web portal during the period in which the

University hosts the Open Dayevent. What can we find out from the web portal log
file?
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Has there been an increased interest in the study programs offered?
Were visitors interested in the possibility of accommodation in the
dormitory?

What other universities are students still considering?

What sites on the university portal did students visit?
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3.1 Data cleaning

3.1.1

To perform a good data analysis, it is necessary to have quality data. Log files are
typical in that they contain a considerable amount of irrelevant data that can
corrupt the analysis of the data, so it is necessary to delete this data already in the
data preparation phase.

The following methods can be used to examine the behavior of users or visitors to
the Web portal:

1 sample survey - answers to specific items of the questionnaire are surveyed
and the website visitor is aware of the subject of research,

1 web usage mining - the log file of the webserver is analyzed, which contains
information about access to the pages of the web portal, the visitor is not
aware of this research, and his data is to some extent anonymous.

3.1.2
Choose the right answers.
What information is recorded in web server log files?

IP address

E-mail

Referrer

Browsing history
Site map

Browser information

=A =4 =4 =4 -4 A

3.1.3

Preparation of data for further analysis is, in addition to the collection of quality
data, one of the prerequisites for quality work with data. The data preparation phase
(or data preprocessing phase) is one of the most time and resource consuming in
the process of discovering knowledge. One reason is the amount of irrelevant data
in the log files.

The researchers who analyzed the data preparation inWUM  concluded that in the
field of web analysis, data preparation is a very important phase that requires the
use of tools typical for data preparation, and these tools cannot be used in other
domains.
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Other researchers have come up with their own modification of the log file, in the
case of virtual learning environment (VVP) portals. With this adjustment, they
managed to minimize the need for data preparation and directly extract all the
necessary data for analysis. However, this solution cannot be used in the case of
portals with anonymous access, where it is necessary to follow the classic process
of data preparation.

3.14
Choose correct answers.
What is considered unnecessary data in the log file?

Access to images
Access to websites
Access to files
Access to javascripts
Access to icons

= =4 =4 =4 =

3.1.5

Cleaning data from unnecessary data is one of the first steps in data preparation
and is specific to each web portal or data source. The aim of data cleaning is to
delete records, i.e. links that are not essential to the behavior of web users. Such
links mainly include approaches to:

1 picture,

¢ flash videos,
§ cursor icons
1 javascript,

1 style.

The usual procedure for identifying such records involves identification based on
the extension (* .jpg, * .jpeg, * .bmp, * .png, * .gif, * .css, * .js, * .flw, * .swf, * .cur, *

.Iss, * .ico, * .xm| fonts and the like). Even if only one page is loaded, all these
requests are written to the log file.

3.1.6
Choose the correct answer.

On what basis can we identify accesses to unnecessary data in the log file?
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1 File extensions
1 Special designation in the log file
1 Prepositions in the file name

3.1.7

In addition to the GETrequest, other HTTP protocol requests are written to the log
file, such as 4xx / 5xx return or status codes, which identify the client/server error
that needs to be cleared.

The HTTP status code is part of the server response header for the client request.
Specifies how the response was processed by the server - whether the request was
processed positively, negatively, or an error occurred. The next step is for the client
to interpret and respond to the response status code.

The response header, along withthe status code, includes a status message, which
is an English verbal description of the status code. Status codes are divided
according to the nature of the response into five categories:

informational,

successful,

redirect,

bad request (client error),
server error.

=A =4 =4 =4 =

The status code is three decimal numbers, where the first number specifies the
category of the answer and the remaining numbers specify it in more detail:

1xx Information
2xx Successful
3xx Redirect
4xx Client error
5xx Server error

= =4 =4 =4 A

3.1.8
Choose correct answers.
Which status codes are not needed to examine log files?

7 Informational
1 Successful
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1 Redirect
1 Client error
1 Server error

3.1.9

The next step in data preparation is to clean the data from accesses by search
engine robots such as Google, Yahoo, Binggtc. Because robots access the web
portal sequentially, it is not appropriate to include their activity in the study of user
behavior.

The robots are detected either on the basis of their identification in the User Agen
field or on the basis of an IP address that can be compared with the robot
database, which can be found, for example, atwww.robotstxt.org.

Identification of search engi ne robots can be performed using:

1 keyword bot, spider, crawl, robot,
¢ hidden link access,
f robots.txt accesses.

3.1.10
Choose correct answers.
Which keywords can we use to identify the search engine robot?

bot
slot
crawl
spider
bee
shiper
crouch

=A =4 =4 =4 -4 A 4

3.1.11
In the case of data cleaning, we can proceed based on the following algorithm:

1. Loading a log file into the program;
2. Creating a new text file;
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3. Creating tokens based on which redundant accesses will be identified (* .jpg,
* .jpeg, * .bmp, *.png, * .gif, * .css, * .js, * .flw, * .swf, * .cur, * .rss, * .ico, * .xml,
...) supplemented by search engine robot tokens, where the IP addresses of
the robots are extracted based on access to the robots.txt file;

4. Searching for log file entries, if the entry does not contain any of the
searched tokens, then the entry is written to a new file;

5. The new file then contains the cleaned up original log file.

3.2 Data cleaning (example)

3.2.1 Cleaning from unnecessary access |. - images
Remove accesses to *jpg and *jpeg images from the log file. Remember that the log
file may also contain uppercase extensions. The filename is given by input and you
should import it into the dataframe.

Print the shape of the cleaned data frame.

3.2.2 Cleaning from unnecess ary access ll. - images
Remove accesses to *png, *omp, and *gif images from the log file. Remember that
the log file may also contain uppercase extensions. The filename is given by input
and you should import it into the dataframe.

Print the shape of the cleaned file.

3.2.3 Cleaning from unnecessary access lll. - videos
Remove access to*flv, *swf videos from the log file. Remember that the log file may
also contain uppercase extensions. The filename is given by input and you should
import it into the dataframe.

Print the shape of the cleaned data frame.

3.2.4 Cleaning from unnecessary accesses |V. - icons
Remove access to *ico, *cur icons from the log file. Remember that the log file may

also contain uppercase extensions. The filename is given by input and you should
import it into the dataframe.
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Print the shape of the cleaned data frame.

3.2.5 Cleaning from unnecessary approaches V. - styles, javascript
Remove accesses to styles and javascripts *css, *js from the log file. Remember
that the log file may also contain uppercase extensions. The filename is given by
input and you should import it into the dataframe.

Print the shape of the cleaned data frame.

3.2.6 Cleaning from unnecessary accesses VI. - fonts
Remove access to the *svg, *woff, *eot fonts from the log file. Remember that the
log file may also contain uppercase extensions. The filename is given by input and
you should import it into the dataframe.

Print the shape of the cleaned data frame.

3.2.7 Cleaning from unnecessary accesses VIl. - other
Remove accesses to *rss, *xml, *json from the log file. Remember that the log file
may also contain uppercase extensions. The filename is given by input and you
should import it into the dataframe.

Print the shape of the cleaned data frame.

3.2.8 Cleaning from unnecessary accesses VIll. - status codes

Remove accesses from the log file that contain server or client error status codes.
The filename is given by input and you should import it into the dataframe.

Print the shape of the cleaned data frame.

3.2.9 Cleaning from unnecessary access IX. - requirements

Remove accesses that contain POSTor HEADrequests from the log file. The
filename is given by input and you should import it into the dataframe.
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Print the shape of the cleaned data frame.

3.2.10 Identification of robots I.

Identify robots.txt accesses and delete entries from these IP addresses. The
filename is given by input and you should import it into the dataframe.

Print the shape of the cleaned data frame.

3.2.11 Identification of robots II.

Identify the accesses of the search engine crawlers in the User Agentfield and
delete the records. The filename is given by input and you should import it into the
dataframe.

Print the shape of the cleaned data frame.

3.3 Variable creation

3.3.1

In this section, we will focus on the dummy variables that we will use in the next
phases of data preparation. These are mainly time-based variables, or other
artificial variables that are needed for the later phase of data analysis (for example,
distinguishing user access, etc.).

3.3.2

The first essential variable is a variable representing the date and time of access to
the web portal. Thanks to this variable, we can later identify individual user
sessions. It usually has a date and time format, and because the webserver can
handle different format sett ings, the formats may differ. For example, the source
data date fields are in the format YYYY / MM / DD and the target date fields are in
the format MM -DD-YYYY. It is necessary to unify these formats. To unify the
formats, we will use the so-called unix time and use the transformation to convert
the date field of the source data to the corresponding target format.

Unixtime (also known as Epoch time, POSIX time, seconds since Epoch, or UNIX
Epoch time) is a time point description system. It is the number of seconds that
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have elapsed since the Unix era, minus the leap seconds; the Unix epoch is dated
January 1, 1970 00:00:00 UTC; leap seconds are ignored, with a leap second
having the same Unix time as the second before it, and each day is considered to
be exactly 86 400 seconds long. Thanks to this approach, Unix time is not a true
expression of UTC.

Unix time is widely used in operating systems and file formats. On Unix-like
operating systems, the date command prints or sets the current time. By default, it
prints or sets the time in the system time zone, but with the -u flag, it prints or sets

the time in UTC and with the TZ environment variable set to reference a specific
time zone, it prints or sets the time in that time zone.

3.3.3
Write correct answer.

What date and time are marked as the beginning of the era? Write the answer in the
form dd.month yyyy hh:mm:ss

3.3.4

We can use different approaches to transform the date and time to Unix time . In
Python, we can use thedatetime library.

import datetime

The datetime library ensures that the date and time are read correctly, regardless of
the format. All we have to ensure is the correct distribution of the log file (i.e. the
correct identificati on of the year, month, day, hour, minute and second).

dt = datetime.datetime(year, month, day, hour, minute, second)

The obtained timestamp can be converted to Unix time by the following notation:

unix = dt.timestamp()

3.3.5
Choose the correct answer.
What would happen if we did not define time values for the datetime function?

7 It would work with the time 00:00:00
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1 The program would return an error
T It would work with a time of 12:00:00

3.3.6

Another dummy variable that we will need is the time spent on the page, i.e. length
of time spent on-page. It is mainly used to identify sessions and it is used to refer
to this variable as length. When creating the length variable, it is necessary to start
from the Unix time stamp and have a log file sorted according to the following
fields:

7 IP address,
1 UserAgent,
1 unixtime.

This will ensure sequential follow -up of the approaches of individual visitors (user
identification will be discussed in more detail i n the next chapter).

3.3.7

Arrange the log file correctly by columns.

1 ip address
T unix time
1 user agent

3.3.8

We will create the length variable by going through the whole log file and comparing
two consecutive records. If there are equal IP addressesand also a User Agentin
two consecutive records, we can read the Unix access times between these two
records. In this way, we get the time spent on the page of the first record.

The time spent on the site is always positive! It is advisable to choose the upper
limit of the so -called time window, we assume that if the time between two visited
pages is greater than, for example, 1 hour, then t will be a new visit. We can choose
the size of the time window according to the needs of the web portal. For example,
when researching time spent on an educational web portal when the lesson time is
90 minutes, this limit can be selected.
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3.4 Variable creation (example)

3.4.1 Date and time transformation
Divide the date and time from the log file into separate variables: year, month, day,
hour, minute, second.The filename is given by input and you should import it into
the dataframe.

Print the date in format for the given row of the dataframe, e.g. 24.12.2021 21:20:12

3.4.2 Creating unixtime
Transform the date and time from the log file to Unix time and insert it into the log
file as a new variable named unixtime. The filename is given by input and you
should import it into the dataframe.

Print the unixtime for the given row of the dataframe, e.g. 1582089949.0

3.4.3 Arrangement

Arrange the entries in the log file by IP address, user agentand Unix time. The
filename is given by input and you should import it into the dataframe.

Print the IP address for the given row of the dataframe, e.g. 192.168.1.160

3.5 User identification

3.5.1

In the previous chapters, we introduced two types of web portals, web portals with
anonymous access and web portals with mandatory authentication. When working
with a web portal with anonymous access, it is necessary to complete the phase of
data preparation - user identification . In the case of working with a web portal with
mandatory authentication, this phase does not need to be completed. This
information is already in the log file.

37



Data Preprocessing | FITPED

3.5.2

The log file primarily records anonymous user data, but there is a problem with
uniquely identifying the site visitor. In the analysis, it is not necessary to know the
specific identity of the user but to be able to distinguish between individual users .
The assumption that an IP addressis sufficient to identify a user is incorrect
because there can be multiple users behind one IP address

3.5.3
Is this statement true?

The IP addressis sufficient as a sufficient identifier for user access to the web
portal.

1 False
T True

3.5.4

Because the IP addressis not a sufficient parameter to identify the user, it is
necessary to combine several methods, such as using the Cookie field, or a
combination of the IP addresswith the User Agent field.

The cookie stores some parameter values on the client-side. For each request with
the same web server browser, the cookie information is sent along with the request,
and the webserver recognizes that it is the same user and therefore delivers the
requested page without recreating it.

Several heuristic methods mainly use a combination of an IP addresswith a User
Agent field. If the IP addresschanges, it is clear that it is a new user. If the IP
addressis the same, the User Agent field is compared, and if there is a change, a
new user is identified, otherwise, it is the same user.

If the IP addressand User Agentare the same, the provider URLand site topology is
checked. If the requested page is not directly accessible from any of the pages
visited by the user, then the user is marked as a new user with the same address.

The caching issue can be fixed by giving HTML pages a short expiration time and
forcing the browser to load each page from the server.
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3.5.5
Choose correct answers.
By combining which information from the log fil e can we identify users?

IP address
Unixtime
Return code
URL

Cookie
User agent
Referrer

= =4 =4 =4 A A 4

3.5.6

In the case of a portal with mandatory user registration, i.e. by logging in, user
identification is simplified because the entry is already in the log file.

A more detailed analysis of session identification options was provided by several
authors, and one of the other session identification options was the analysis of the
sequence of site visits to the web portal. It is assumed that if there is no link to the
next web page from the current page, it must be a new user.

3.6 User identification (example)

3.6.1 User identification

Create a new variable in the log file to indicate the user ID. Identify users by a
combination of IP addressand User Agent The filename is given by input and you
should import it into the dataframe. Print the userlID for the given row of the
dataframe

3.6.2 The length of time spent on the page
Create alength variable representing the length of time spent on the page. Select

60 minutes as the top border. The filename is given by input and you should import
it into the dataframe. Print the length for the given row of the dataframe
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3.7 Session identification

3.7.1
A user can visit a specific page multiple times, in which case a multiple session
(visit) is recorded for each user in the log file. However, to work with data, we need
to distinguish individ ual sessions, to divide the individual approaches of each user

into separate sessions. This is done by session identification , which is one of the
most important steps in data preprocessing.

3.7.2
Is this statement true?
We can identify a session without knowing which user it is.

1 False
T True

3.7.3
A session can be defined as:

1 the sequence of steps that lead to the fulfilment of a certain task,
1 the sequence of steps that lead to the achievement of a certain goal.

Structure-oriented heuristics, time -oriented heuristics, as well as combinations of
these two approaches, are used to identify sessions. In the English literature, the
identification of a user's session is also referred to as a user activity record, which
reveals the sequence of logged-in activities of one user.

Identification of users is challenging. The most common way to distinguish the

uniqueness of visitors is the use of cookies on the client's side. However, not all
sites use cookies and may also be disabled by the client for privacy reasons.

3.7.4

Sessions can also be distinguished by time. The simplest method is if we consider
a session to be a series of clicks over a period of time - a time window, e.g. in 10
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minutes, 30 minutes, etc. The duration of the session must not exceed the value of
the time window.

However, a more effective method is to divide the session into several sessions. In
the event that we find such two records of page views, when the time between
views was greater than the selected time window, e.g. 30 minutes, the session is
split.

The realtime value for a session can be obtained from empirical data. Estimation

of the time window based on the value of the average time on site statistics
obtained, e.g. using Google Analytics, which represents the average time a user has
on a website.

3.7.5

Assign a session number to the log file entries based on a 60-minute time window.
Number the sessions from 1 ...

178.41.1.187 - - [16/Apr/2021:18:16:26 +0100] "GET "...

178.41. 1.187 - - [16/Apr/2021:18:18:42 +0100] "GET
/oznamy"...

178.41.1.187 - - [16/Apr/2021:20:55:00 +0100] "GET
/studium®....

178.41.1.187 - - [16/Apr/2021:21:05:12 +0100] "GET
[stipendium"...

178.41.1.187 - - [16/Apr/2021:21:05:19 +0100] "GET "...

172.45.7.160 - - [16/Apr/2021:17:17:55 +0100] "GET
[fakulty"...

172.45.7.160 - - [16/Apr/2021:17:58:20 +0100] "GET "...

3.7.6

The time window is usually 30 minutes long. This value is based on research by
Catledge and Pitkow, who calculated the average time spent on the page plus the
standard deviation value. Specifically, 9.3 minutes was the time spent on the page,
plus 1.5 times the standard deviation of the time spent on the website. The result
was a Session Timeout Threshold(STT) of 25.5 minutes.

Although a 30-minute time window has become the most widely used, this does not
mean that it is the most appropriate in all circumstances.
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3.7.7
Choose the correct answer.
What is the most commonly used time window length for identifying sessions?

30 minutes
60 minutes
90 minutes
120 minutes
10 minutes
30 seconds
60 seconds
120 seconds
10 seconds

= =4 =4 =4 -4 4 -4 -4 -4

3.7.8

An alternative to a fixed time window is an estimate based on a quartile range that
is not affected by extreme values, e.g. Q3 + 1.5Qwhere Q3is the upper quartile
(75th percentile) and Qis the quartile range (mean 50% of the values). In other
words, if we consider the time spent on the site to be a remote value, a new session
begins.

3.7.9

Choose the correct answer.

How do we calculate the quartile range Q?

Q3-Q1

Q4-Q2

Q1+Q3

Q1-Q3

Q2+Q4
Q1+Q2+Q3+Q4

=A =4 =4 -4 -4 A

3.7.10

Another example of a method combining the se two approaches is the Reference
Length method. The identification of sessions using the Reference Lengthmethod
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is based on the assumption that the length of time a user spends on a page is
related to whether the page is classified as content or auxiliary.

Suppose a user navigates through several pages while visiting a site to find the
content they are looking for. These pages are calledauxiliary and the user "only"
navigates through them. A content page is a page where a user ends a search and
spends more time on it than on auxiliary pages.

The figure below shows a histogram showing the distribution of the Lengthvariable,
which represents the time spent on the pages of the university portal. We assume
that the variance of time spent on auxiliary pages is small, as the user "only" moves
to the destination of their search. The auxiliary pages form the left part of th e
graph. The length of time spent on content pages is more varied and forms the right
part of the graph.
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3.7.11

Choose correct answers.

In the Reference Lengthmethod, we classify web pages into:
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Auxiliary
Content
Tracking
Redirect
Activation
Pop-up
Blocking

= =4 =4 =4 A A -4

3.7.12

The Reference Lengthsession identification method is typical in that to use it, we
need to calculate the cut-off time C, which determines the end of the session and
the beginning of a new session. To calculate the cut-off time C, it is necessary to
know the share of navigation pages of the examined web portal. This value is used
to estimate subjectively by the web portal administrator.

Based on the assumption of the exponential distribution of the variable, it is
possible to calculate the cut-off time C as follows:

C=-In(1-g*! 0! A-lgps! 1!l =>1q! =2

If p is the relative number of navigation pages, we can use the quantile function to
estimate the cut-off time C. The maximum plausible estimate of the parameter A
(average intensity of events) is:

Al >1 21 0J),SMf ohui

where RLength,, is the observed average length of visits.

If we have an estimated time limit, the session can be identified by comparing each

time spent on the page with the time limit, with the time limit dividing the pages into
navigation and content according to the length of time spent on a particular page.

3.7.13

If we have an estimated cut-off time, the session can be identified by comparing
each time spent on the page with cut-off time, with the cut-off time dividing the
pages into navigation and content according to the length of time spent on a
particular page.

After estimating the cut-off time C, the session will be represented by a sequence of
visited pages with a timestamp to which the following applies:

RLengthi <= C,
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where 1 <= i < kand for the last page of the session:
RLengthk> C,

where another session is defined from the page with this property.

3.7.14

Is this statement true?

The following approaches, with a cut-off time C of 40 seconds, will be in one
session.

178.41.1.187 - - [16/Apr/2021:18:21:42 +0100] "GET /oznamy"...
178.41.1.187 - - [16/Apr/20 21:18:22:23 +0100] "GET
[studium"...

1 False
T True

3.7.15
From the page to which the property applies
RLength > C

a new session is defined, with the first k - 1 pages classified as navigation pages
and the last k - page classified as content.

The time spent on navigation pages is less than or equal to cut-off time C and the
time spent on the content page is greater than cut-off time C.

The x-axis in the image represents the sequence of visited pages from a given IP
address and from a given agent arranged according to the access time, the y-axis
represents the time spent on the page, the estimated time limit is 20 seconds.

The first session consist s of a sequence of pages with sequence numbers 1 to 9,
the first eight being classified as navigation pages, the ninth being classified as a
content page. The next session consists of a sequence of pages with sequence
numbers 10 to 12.

45



Data Preprocessing | FITPED

120 —

110 |

100 ¢

90 +

80 r

RLength (s)

o B

3

7

91.127.67.172#120

9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49

2 4 6 8 1012 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48

3.7.16

Case (4037:4086)

Is this statement true?

The following approaches, with a cut-off time C of 120 seconds, in one session.

178.41.1.187
178.41.1.187
/studium"...
178.41.1.187
[fakulty"...
178.41.1.187

1 False
T True

3.7.17

[16/Apr/2021:18:20:31 +0100] "GET /oznamy"...
[16/Apr/2021:18:21:00 +0100] "GET

[16/Apr/202  1:18:22:17 +0100] "GET

[16/Apr/2021:18:22:33 +0100] "GET /...

The length of time spent on a page is calculated as the difference between the time
of the next page and the current page. Naturally, the time spent on the last page of
the sequence cannot be calculated. The Reference Lengthmethod assumes that all
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recent pages are content pages. However, this assumption can cause errors. For
example, in case the user interrupts the session, e.g. by phone callor lunch break,
the navigation page may be incorrectly classified as content. However, it is unlikely
that the error will appear regularly on the same page.

Also important is the fact that dividing a page into a specific type in terms of user

model may be different for each user. For example, a navigation page for one user
may be a content page for another user and vice versa.

3.8 Session identification (example)

3.8.1 STT average I.
Calculate the average length of the session.

The filename is given by input and you should import it into the dataframe. Print the
average.

3.8.2 STT average Il.

Based on the average time window estimate from the previous entry (STT_MEAN,
identify the sessions and create a new variable in the log file.

The filename is given by input and you should import it into the dataframe. Print the
STT_Mean for the given row of the dataframe

3.8.3 STT quatrtile estimate I.
Calculate the value of the quartile estimate for the given log file.

The filename is given by input and you should import it into the dataframe. Print the
estimate.

3.8.4 STT quatrtile estimate II.

Based on the time window quartile estimate (STT_Q, identify the sessions and
create a new variable in the log file.
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The filename is given by input and you should import it into the dataframe. Print the
STT_Q for the given row of the dataframe

3.8.5 STT 10 minutes

Based on a 10-minute estimate of the session length ( SLength), identify the
sessions and create a new variable in the log file.

The filename is given by input and you should import it into the dataframe. Print the
SLengthfor the given row of the dataframe

3.8.6 Reference Length - cutoff time

Calculate the cutoff time for the Reference Length method.

3.8.7 Reference Length

Based on the cutoff time estimate from the previous entry, identify the sessions
and create a new variable in the log file based on the Reference Length method.

The filename is given by input and you should import it into the dataf rame. Print the
RLength for the given row of the dataframe

3.9 Path completion

3.9.1

The next step in pre-processing the data is to path completion that reconstructs the
visitor's activity on the website. It is implemented mostly after the identificati on of
the session, but it is no longer one of its methods. The purpose of path completion
is to determine if there are significant web accesses that are not recorded in the log
file.

This may be the case, for example, if a user returns to the previous page during the
same session, in which case a second attempt to access the page is likely to end
up displaying a previously downloaded version of the page. ResearchersTaucher
and Greenbeag have shown that more than 50% of web accesses are a move
backwards.
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Another reason for not completing paths may be the browser's cache. When
moving back, sometimes the query to the webserver is not executed, so there is no
record in the log file.

The solution to this problem is path completion . By adding a path, we add these
missing lines to the log file.

3.9.2
Is this statement true?
It is possible to add paths without identifying sessions.

1 False
T True

3.9.3
A simple example of path completion is illustrated in the figure below.

The graph represents the structure of the web portal and the arrows move the user
through the pages. The dashed arrows represent the page navigation caused by the
Back button. We see that the user returned from page D to page C, from there to
page B, and finally to page A, where they clicked on the link to page X.

Links to pages C, B, and A do not appear in the log file because they were already
saved in the previous steps on the client-side. When recording activity, there is a
mismatch between the actual activity of the user and its recording in the log file
from page Dto page X.

Keep in mind that if there is a link from page B or page Cto page X, and we only
have a log file, there is probably anunlimited number of possible path completions.
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Current Navigation Sitemap

. T — ""‘B“’ S

= A
P
page A X A
\ i C B
page X 0 c
Logs Stored in Database Path Reconstruction
2#88.80.227.157 12:00 pageA A=>B=2C2D=>X
2#88.80.227.157 12:01 pageB A>BICIDDCIX
2#88.80.227.157 12:04 pageC A2B2C2DDCIBIX
2#88.80.227.157 12:08 pageD A=2B2C2D2CIBIADIX

2#88.80.227.157 12:15 page X

3.9.4

For the backfilling of the path, a site map is of great importance, which contains
information on whether there is a link between the individual pages, i. whether there
is a hyperlink from one page to another. We obtain aweb map using web crawling
methods implemented in most data mining tools.

After sorting the records by IP address we will find out if there is a link between
successive pages. The sequence for the selected IP addresscan look like e.g.AY
BY CY DY X. Based on thesitemap, it can be determined that there is no
hyperlink from page D to page X. We, therefore, assume that the user came to this
page using the Back button from one of the previous pages. By looking back, we
then determine which of the previous pages there is a link to page X.

In our example, the algorithm finds that if there is no hyperlink from page Cto page
X, page Cis inserted into the sequence, i. the sequence will look like this AY BY C
Y DY CY X

Similarly, he finds that there is no hyperlink even from page B to page X, so we also
add it to the sequence, i.AY BY CY DY CY BY X

Finally, the algorithm detects that page A contains a hyperlink to page X, and the
sequence will look like AY BY CY DY CY BY AY Xafter the return path
analysis is complete. This means that the user used the Back button to switch
between pages Dto C,Cto B, andBto A.
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3.9.5
Choose the correct answer.
What is the role of a sitemap when completing roads?

1 Represents the structure of a web portal
T Contains information about the number of visits to the web portal
1 Contains information about pressing the back button in the browser

3.9.6

One of the tasks of a site map is to provide the structure of a web portal. Due to the
dynamic nature of the web portal, the site map may not always be up to date or may
not always be available. One option is to extract the sitemap directly from the log
file, which can result in an incomplete sitemap.

There are cases where the site map cannot be created, such as when the log file
contains historical data. Then it is possible to proceed on the basis of the Referrer
field, using a certain type of backtracking, i.e. recursion. It is possible to use
different approaches, e.g. a sequential search of the log file based on the session,
and if the request does not match the previous Referrer, then there isno link
between the two pages.

Subsequently, it is possible to search back the previous accesses from the given
session and search for the page from which the user got to the required page
(Referrervs. URD. If we don't come across the requested page in the sequence, it
means that the user has probably left the web portal and returned later, or the path
cannot be completed.

The absence of a site map, or leaving the web portal on the user's side, may

represent certain limitations for calculating the estimated share of navigation
pages for the needs of the Reference Lengthmethod.

3.9.7

Choose the correct answer.

An old site map of a newer log file can also be used to examine web portal traffic.
1 Yes, provided that the structure of the site has not changed

1 Yes, the timeliness of the site map does not matter
T No
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4.1 Data transformation

4.1.1

In this section, we will focus on working with the log file , which we preprocessed in
the previous phase of data preparation. As part of the data preparation, redundant
accesses to images, javascripts, styles, etc. were removed in the log file. The
accesses of search engine robots were also identified in the file, which was
subsequently removed. Finally, users and sessions were identified using the
Reference Lengthmethod.

4.1.2

Although we cleaned the log file during the data cleanup phase, it is still necessary
to transform the data, because, in the case of web portals, the log file still contains
too much information . Specifically, these aretime data and access to the portal
pages.

If the web portal has an extensive structure and contains several subpages, or it is
an e-shop, the log file contains access to a large number of pages. The number of
these approaches will be a small or negligible number of the total.

It works simila rly with access time. It is very impractical for web portals to
distinguish between accesses in seconds or minutes. For this reason, the so-called
data transformation , ie the creation of new variables.

We will show the data transformation on the example of a prepared log file of a
university web portal with anonymous access.

4.1.3
Choose the correct answer.
What is data transformation?
1 Merge information into categories for better data analysis

1 Delete a structure-based log file
1 Delete a small number of site accesses
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4.1.4

Before a deeper analysis of user behavior can be performed, it is necessary to
create artificial variables that will be used for closer analysis:

f
f

=

category - websites classified into categories;

internal - takes values 0 or 1, depending on whether it is accessed from
inside the network or from outside;

student - takes the values 0 or 1, depending on whether it is a student's
access to the web portal;

employee - acquires the values 0 or 1, depending on whether it is an
employee's access to the web portal;

hour - takes values 0-24, which represent the hour of access to the web
portal;

square hour- the square of the hour of access;

day - takes values 1-7, which represent the days of the week;

individual days (Monday - Saturday) - take the values 0 or 1, depending on the
day of access of the record.

4.1.5

Choose correct answers.

Which of the following artificial variables is appropriate to create by transform ing

data?

= =4 =4 =4

Week - takes values 0-53

Year - takes on the values of the given year- 2020
Second - takes values 1-60

Day - takes values 1-7

4.1.6

The web portal pages you visit are divided into several categories, based on the
structure of the web. The URLs of some pages may contain additional characters
that may depend on the user's activity on the website (e.g. search, access to
various announcements, subpages, etc.). With the help of categories, it is possible
to simplify the evaluation of portal traffic.

In our example, 13 categories were created:

1 uvod (home),

f
f

u,ejvnl!)tuvez?=*-
oznamy (announcement),
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o_fakulte (faculty),

informéacie_pre (information_for),

informéacie_o (information_about),

gsfeqjtz wzim° 1l z!)tubuvuft*-
dokumenty (documents),

veda_vyskum (research),

ostatné (other),
wzi_be’wbojf!)tfbsdi?*-

udalosti (events),

konferencie (conferences).

4.1.7

Choose correct answers.

How can we categorize web portal pages?

f
f
f

Structures - categories based on subpages
Traffic - categories for the most visited sites
Polls - visitors choose their favorite sites by poll

4.1.8

Another variable that needs to be created is information on whether it is internal or
external access.

Based on the IP addressfrom the log file, we can divide access to student access
and employee access. IP addresses are divided as follows:

=A =4 =4 =4 -4 a8 4

10.160.0.xxx - internal student access,
10.160.1.xxx - internal student access,
10.160.2.0xx - internal student access,
10.160.2.1xx - internal student access,
10.160.2.2xx - internal employee access,
10.160.3.xxx - internal student access,
10.160.xxx.xxx - internal employee access,
others - external access.

In the case of the IP addressof the internal variable, the value is set to 1. In the case
of another IP address, it is external access and the value is set to 0.

For external accesses, we will not distinguish between student and employee
access, because it is not possible to determine the type of user based on the IP
address. If we were to examine the login portal, where each user would be
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categorized, it would be possible to distinguish between student access and
employee access.

In our example of a university portal, it is possible to distinguish between student
access and employee access by logging in via an email address, as an email

address was set up for each student in the form of xxxx@student.ukf.skand for
employees in the form of xxxx@ukf.sk

4.1.9
The next step is to transform the date -time variable , which is divided into a specific
hour and date corresponding to the day. The variable hour takes values from O to 23

and the variable day takes values from 1 to 7, where 1 represents Monday and 7
represents Sunday.

4.1.10
Choose the correct answer.

How could the IP addressesof university portal visitors who are part of the
university (student/employee) be identified in the case of external access?

1 Based on access to the page accessible only to students / employees.
1 Based on the regularity of access to the web portal.

4.2 Data transformation (example)

4.2.1 Data transformation I.
Create aninternal variable that contains information about whether the access is
from the university's internal network (1) or not (0). Identify accesses based on IP
addresses:

7 10.160.xxx.XxX - internal access,
1 others - external access.

The filename is given by input and you should import it into the dataframe. Print the
internal value for the given row of the dataframe
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4.2.2 Data transformation II.

Create astudent variable that contains information about whether it is student
access (1) or not (0). Identify accesses based on IP addresses:

10.160.0.xxx - internal student access,
10.160.1.xxx - internal student access,
10.160.2.0xx - internal student access,
10.160.2.1xx - internal student access,
10.160.2.2xx - internal employee access,
10.160.3.xxx - internal student access,
10.160.xxx.xxx - internal employee access,
others - external access, ie 0.

= =4 =4 =4 -4 A A -4

The filename is given by input and you should import it into the dataframe. Print the
student value for the given row of the dataframe

4.2.3 Data transformation Ill.

Create anemployee variable that contains information about whether it is employee
access (1) or not (0). Identify accesses based on IP addresses:

10.160.0.xxx - internal student access,
10.160.1.xxx - internal student access,
10.160.2.0xx - internal student access,
10.160.2.1xx - internal student access,
10.160.2.2xx - internal employee access,
10.160.3.xxx - internal student access,
10.160.xxx.xxx - internal employee access,
others - external access, ie 0.

=A =4 =4 =4 =4 4 A 4

The filename is given by input and you should import it into the dataframe. Print the
employee value for the given row of the dataframe

4.2 .4 Data transformation IV.

Create an hour variable that will contain information in the form 0 -23, depending on
when the website was accessed. At the same time, create the hour_varvariable,
which is needed for the data analysis phase and is equal to the square of the
access hour.

The filename is given by input and you should import it into the dataframe. Print the
hour value for the given row of the dataframe
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4.2.5 Data transformation V.

Create aday variable that will contain information in the form s of 1-7. The day is
calculated based on the date of access to the website.

The filename is given by input and you should import it into the dataframe. Print the
day value for the given row of the dataframe

4.2.6 Data transformation VI.
Create variables representing individual days of the week (Mon, Tue, Wed, Wed, Fri,
Sat, Sun), which will contain information in the form 0 -1. The day is calculated
based on the date of access to the website.

The filename is given by input and you should import it into th e dataframe. Print the
wed value for the given row of the dataframe
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5.1 Python for Data Science

5.1.1

Pythonis an excellent language for performing data analysis, mainly because of the
fantastic ecosystem of Pythonlibraries. The most common libraries for working
with data include:

Pandas
Scipy.stats
Numpy
Statsmodels
Scikit-learn
Researchpy

= =4 =4 =4 -4

5.1.2

The Pandas library is used to work with data files and greatly simplifies the import
and analysis of data, so we will work with it.

The library has functions for analyzing, cleaning, exploring, and manipulating data.
The name "Pandas’ has a reference to both "Panel Datd, and 'Python Data Analysi$
and was created by Wes McKinneyin 2008.

Pandaslibrary allows us to analyze big data and make conclusions based on
statistical theories . Pandascan clean messy data sets, and make them readable
and relevant. Relevart data is very important in data science.

Pandaslibrary gives you answers about the data. Like:

Is there a correlation between two or more columns?
What is the average value?

Max value?

Min value?

= =4 =4 =4

Pandasare also able to delete rows that are not relevant, or contains wrong values,
like empty or NULL values. This is calledcleaning the data.

51.3
Choose the correct answer.

What is Pandaslibrary used for?
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1 Data analysis
1 Data generating

5.1.4

In Python alias are an alternate name for referring to the same thing. Library Pandas
is usually imported under the pd alias.

import pandas as pd
Now we can the Pandaslibrary referred to as pd instead of Pandas.
Example
import pandas as pd
mydataset = {
‘page’: ["'home", "study", "about"],

'visits':  [354, 74, 85]
}

data = pd.DataFrame(mydataset)

print(data)

515
Write the correct answer.

In what relation to the Pandaslibrary is pd in the said declaration?

import pandas as pd

5.1.6

A Pandas Seriesis like a column in a table. It is a one-dimensional array holding
data of any type. It's easy to transform a list into a Seriesin Python.

import pandas as pd

session = ["home", "home", "study"]
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data = pd.S eries(session)
print(data)

The result will be following:

0 home
1 home
2 study

51.7

Choose the correct answer.
How many dimensions does a Seriesstructure have?
1 One-dimensional

7 Two-dimensional
1 Three-dimensional

5.1.8

You can also use a key/value object, like a dictionary, when creating aSeries.
import pandas as pd

session = {"ses1":"home", "ses2":"home", "ses3":"study"}

data = pd.Series(session)

print(data)

The keys of the dictionary become the labels:

sesl home
ses?2 home
ses3 study

The index argument is used to select only some of the entries in the dictionary,
specifying only the entries to be included in the Series

import pandas as pd

session = {"sesl1":"home", "ses2":"home", "ses3":"study"}
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data = pd.Series(session, index=["sesl1","ses3"])
print(data)

Output:

sesl home
ses3 study

5.1.9

Choose the correct answer.

Which of the following best describes the structure of the dictionary?
1 Key / value pair

1 One-dimensional
T String only

5.1.10

Data sets in Pandas are usually multidimensional tables called DataFrames. The
series represents one column of the table, and the data frame is like the entire
table. A Pandas DataFrameis a two-dimensional data structure, such as a two -
dimensional array, or a table with rows and columns.

data = pd.read_csv("log.csv",sep=";")

print(data)
Output:
CATEGORY HOUR
0 home 8
1 study 8
2 home 8
3 information 8

5.1.11

Choose the correct answer.

What is the difference between the Seriesand DataFrame?
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1 Series is like column of a table and DataFrame is the whole table
1 They are the same but DataFrame is more effective
1 DataFrame is like column of a table and Series is the whole table

5.1.12

A DataFrameis like a table with rows and columns. Pandaslibrary provides a unique
method for retrieving rows from a DataFrame The DataFrame.loc[Jmethod is a
method that returns one or more specific rows.

The PandasIndexer loc can use a DataFramefor two different use cases:

1 selection of rows by label/index
1 boolean/conditional search row selection

print(data.loc[0])

The result of this command will be the output of the first item from the DataFrame

CATEGORY home
HOUR 8

5.1.13
Choose the correct answer.

What is the loc used for in DataFrame?

print(data.loc[0])

1 It returns one or more specified rows of the DataFrame
T It returns one or more specified columns of the DataFrame
T It returns the whole table of the DataFrame

5.1.14

One of the most commonly used methods for getting a quick overview of a
DataFrameis the head() method. The method returns the top n rows of a DataFrame
or Series wheren is the input value from the user. The default value of the
parameter is 5. The method is used to quickly test whether a certain object has the
correct data type.

data = pd.read_csv("log.csv",sep=";")
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print(data.head())

The output will be following:

CATEGORY HOUR INTERNAL

0 home 8 1

1 study 8 1
2 home 8 1

3 information 8 1

4 university 8 1

With negative values of n, the head () function returns all rows except the last n
rows, equivalent to df [: - n].

5.1.15

The opposite of the head () function is the tail() function, which is used to get the
last n rows. The function returns the last n rows of an object based on position.
Used to quickly verify data, such as after sorting or joining rows.

data = pd.read_csv(" log.csv",sep=";")
print(data.tail())

With negative values of n, this function returns all rows except the first n rows,
equivalent to df [n:].

5.1.16
Choose the correct answer.
What is the difference between the function head() and tail()?

1 Function head() returns the first 5 rows of the DataFrame and tail() the last 5
rows

T Function tail() returns the first 5 rows of the DataFrame and head() the last 5
rows

1 Function head() returns the first row of the DataFrame and tail() the last row

T Function tail() returns the first row of the DataFrame and head() the last row
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5.1.17

The first step in getting to know the data is to discover the different types of data
they contain. Even if anything is inserted into the list, the columns of the data frame
contain values of a specific data type. The dataframe.info() function is used to
obtain a brief summary of the data frame ( DataFrame) and to display the data types
for the individual columns.

data = pd.read_csv("log.csv",sep=";")
print(data.info( )

The function returns information about the DataFrame including index and column
types, non-zero values, and memory usage.

Empty values or Null values in rows can cause problems when parsing data, and
consideration should be given to eliminating them. | deal in the pre-processing
phase.

Of course, the model definition phase can identify some of these values that we did
not discover during pre-processing and can solve the problem.

5.1.18
Choose the correct answer.

What function do you use to obtain more knowledge about the examined dataset
(like columns type and row count)?

info()

head()

tail()
information()
getinfo()
getinformation()

=A =4 =4 =4 -4 A

5.2 Model definition

5.2.1

Errors can occur when moving data from one software environment to another.
Also, an interpretation of the new data set may lead to an error or cause further
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misunderstandings. For this reason, it is necessary to set aside time to verify the
data. This can save you time later and avoid any mistakes.

One way to verify the data is to calculate basic statistics and compare them with
published results . The Seriesclass provides a value_countsmethod that counts the
number of occurrences of each value that results in a Series sort_index(). The
Seriesis sorted by index so that the values are displayed in order.

52.2
Choose the correct answer.
What is the sort_index() command for?

1 Sort data by index
T Sort data alphabetically

5.2.3

In the model definition phase, the individual variables and their interdependence
are examined. Using contingency tables, coefficients and significance tests, it will
be determined which variables can be used in the model, e.g. whether it is
necessary to distinguish between approaches from inside and outside the network,
approaches from students and staff, or whether it is necessary to distinguish
between days of the week.

Contingency Tablesare a necessary foundation when working with categorical
data. A contingency table is one of the techniques for examining two or even more
variables. It is basically the sum of the numbers between two or more categorical
variables. The size of the contingency table is given by the number of categorical
variables, the more categorical variables, the more complicated the table and the
more difficult it is to determine the mutual relations.

Estimates such as mean, median, standard deviation are quite suitable tools for the
analysis of one-dimensional data. When comparing two variables, acorrelation is
possible.

Correlation is a measure of the dependence between two or more variables. The
correlation coefficient can range from -1 to +1. A value of -1 represents the highest
negative and +1 the highest positive correlation. A value of 0 indicates no
correlation.
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524
Choose the correct answer.
What is the PivotTable not used for?

1 Research of two or more variables
1 Research of one - dimensional data

5.25

The analysis of the log file, cleaned of irrelevant data, can be divided into several
steps. In the next section, we will go through each of them step by step.

To begin with, we can save the log file to a DataFrameand load it using the
following command:

data = pd.read_csv("log.csv", sep =";")

First, we need to review the log file during model definition. To do this, we can use
the DataFramestructures of the Pandaslibrary and their properties:

data.head()

As we know, the head() function returns information about the first n elements. In
our case, since the value of n is not set and the default value is 5, the function
returns information in the form of the first 5 lines of the DataFrame ie 5 lines of our
log file. This way we can take a close look at what our data looks like in the log file.

5.2.6

Choose the correct answer.

What will be the result of the head() function with the defined parameter?

df.head(10)
1 Instead of the first 5 lines, n lines defined as a function parameter are
displayed
T Instead of the first 5 lines, every n lines defined as a function parameter are
displayed

1 The last n rows defined as a function parameter are displayed
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5.2.7

From the previous lesson, we know another method for the DataFramesobject,
info(), which provides more information about network data.

print(data.info())

The output is following:

<class 'pandas.core.frame.DataFrame'>
Rangelndex: 36443 entries, 0 to 36442
Data columns (total 13 columns):
CATEGORY 36443 non - null object

INTERNAL 36443 non - null int64
STUD 36443 non - null int64
EMPL 36443 non - null int64
HOUR 36443 non - null int64
HOUR_SQR 36443 non - null int64
DAY 36443 non - null int64
MO 36443 non - null int64
TU 36443 non - null int64
WE 36443 non - null int64
TH 36443 non - null int64
FR 36443 non - null int64
SA 36443 non - null int64

dtypes: int64(12), object(1)
memory usage: 3.6+ MB

The result tells there are 36443 rows and 13 columns:

Rangelndex: 36443 entries, 0 to 36442
Data columns (total 13 ¢ olumns):

And the name of each column, with the data type:

CATEGORY 36443 non - null object

INTERNAL 36443 non - null int64
STUD 36443 non - null int64
528

Choose the right answers.

What methods can be used to initially examine our data set?
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head()
tail()
info()
about()
asc()
desc()

= =4 =4 -4 -4

5.2.9

After the first examination of the data in the data set, we can look at the basic
statistical parameters . Use the description() function to display some basic
statistical details of a DataFrameor Seriesof numeric values, such as percentile,
average, default, and more.

data.describe()

The results show that, for example, the average value of the variablehour is
14.1932, which could lead to the assumption that most accesses were during the
afternoon. The min and max values of the hour variable indicate that the data is
correct because min is equal to 0 and max is 23.

5.2.10
Choose correct answers.

What statistical details can b e obtained from a DataFrame using the description()
function?

mean
std

min

max

low

high

error rate
difference

= =4 =4 -4 =4 -4 A -4

5.2.11

One of the best ways to describe a variable is by distributing the variable.
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A variable distribution is a mathematical function that consists of the possible
values of a given variable and the frequency of each group of values. For example,
the number of inhabitants and their age classification.

Usually, these values are arranged in order from smallest o largest and presented

graphically. The most common graphical representation of the distribution is a
histogram.

5.2.12
Choose the correct answer.
What is a histogram?
A graph that shows the frequency of each value
A graph that shows the mean of each value

A graph that shows the std of each value
A graph that shows the min and max of each value

= =4 =4 =4

5.2.13

Another library offered by the Python programming language that we can use to
work with data is researchpy. This library creates Pandas DataFrames which
contain the relevant statistical information about testing that is commonly required
for academic research. The information is returned as Pandas DataFrames allowing
you to quickly and easily export results to any format/method that works with a
traditional Pandas DataFrame

import researchpy as rp

Researchpycombines various packages such as Pandas, Scipy.statsand
Statsmodels to obtain all the standard required information in one method. Because
the analyzes were not available in these packages, code was developed to fill the
gap.

5.2.14
Choose the correct answer.
What is used the researchpylibrary for?

1 Obtaining statisti cal testing information
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1 Obtaining research information
1 Obtaining specific knowledge from data

5.2.15

The Contingency Table tool, introduced in the previous lesson, can also be used in
Python with the crosstab() function.

The Pandaslibrary offers several options for grouping and summarizing data, but
this variety of options can sometimes be confusing. All of these approaches are
powerful tools for analyzing data, but it can be confusing to know whether to use a
grouping, a Contingency Table, or a crossiab to build a summary table. Therefore, it
is better to use the crosstab() function to analyze categorical data and create a
frequency table.

A cross-tabulation is a two - or multidimensional table that records the number
(frequency) of a particular variable that has the specific properties described in the
table cells. In the literature, we can also find the name contingency table, Chi-
square, data tabulation.

5.2.16

Cross-tabulation tables provide a wealth of information about the relationship
between variables.

Chi-square statistics are the primary statistics used to test the statistical
significance of a multi -table. Chi-square tests determine whether two variables are
independent or not. If the variables are independent (have no relationship), then the
result of the statistical test will be "insignificant” and we assume that there is no
relationship between the variables. If the variables are dependent, then the result of
the statistical test will be "statistically significant” and we can state that there is a
certain relationship between the variables.

5.2.17
To find out the significance of individual variables, we will use the contingency
tables mentioned in the last lesson and compare the various variables in our data

set.

Let's focus on internal and category variables. The internal variable tells us whether
the web portal was accessed from inside or outside the university network. To find
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out the contingency coefficients, we will use the researchpy library and the
crosstab() function as follows:

import researchpy as rp

crosstab, test_results, expected =
rp.c rosstab(data["CATEGORY"], data["INTERNAL"],

test="chi -
square”,

expected_freqs=
True,

prop= "cell")

The input to the function is two examined variables, in our case category and
internal.

5.2.18

The test selection follows. For our example, we will use the Chi-square
independence test

The Chi-square test of independenceis a statistical test of hypotheses that are
used to determine whether two categorical or nominal variables are likely to be
related or not.

To get the parameters, look at the values of the test_results variable.

test_results

Chi-square test results

0 Pearson Chi-square { 12.0)= 2814.6017
1 p-value = 0.0000

2 Cramer's \V = 0.2779

The Cramer contingency coefficient V is the best-known contingency coefficient
and represents the most appropriate degree of association between two nominal
variables. Gets valuesfrom 0 (no relationship) to 1 (perfect relationship). When
interpreting the contingency coefficient, the scale for the correlation coefficien t
may be used:

Cramer's V> 0.50: Strong dependence,

Cramer's V> 0.30 & <0.50: Medium dependence,
Cramer's V> 0.10 & <0.30: Weak dependence,
Cramer's V <0.10: Trivial dependence.

=A =4 4 =4
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Based on the results of the contingency, it can be seen that there is a weak
dependence between the variablesinternal and category.

In the project, we will focus on comparing several variables of our data file.

5.2.19
Choose the correct answer.
How can we find the relationship between two categorical variables?

1 Contingency coefficient
1 Average value

5.2.20

When comparing two variables and determining their interdependence for analysis,
we use acontingency coefficient.

The contingency coefficient - C. is used to calculate the relationship between the
two variables and is based on Pearson's Chi-square test, which measures the
difference between the actual and expected frequencies in the cells of the
contingency table. Gets values from the interval <0,1>, where O means absolute
independence.

However, monitoring contingency coefficients is not enough for analysi s. It is also
advisable to monitor the number of records for each category.

In our example of a university portal, we look at the frequency of visits to individual
web categories by users who access from within the network and by users who
access from the outside. In this case, we will use a histogram.

5.2.21

Based on the observation of the frequency of access to individual categories, we
can say that for most categories, the examination of access would not be relevant
due to the low number of visits. Only researching the categories home, study,
announcementand faculty could bring interesting results.
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We can say that distinguishing between internal and external approaches is
important only in the case of the above-mentioned web categories.

5.2.22

The aim of the application of analytical methods is to acquire new knowledge. The
input to the analytical tools is pre -processed or modified data and the output is
knowledge. The choice of analytical method depends on the purpose for which the
model is intended.

The basic concept for a correct understanding of the acquisition of new knowledge
is the discovery of knowledge, which describes the process of finding knowledge
and useful information from a large amount of data that help us make decisions in
various situations.

Over time, various methodologies have emerged to standardize the knowledge
discovery process, such as SEMMA, 5A, ASUNDM or CRISRDM.

5.2.23

Among the mentioned methodologies, one of the best known is CRISRDM (Cross
Industry Standard Process for Data Mining, which covers the complete process of
data mining tasks. It is a standardized and freely available form of a suitable
approach to solving data mining problems and is independent of the software tools
used.

CRISRDM consists of 6 consecutive phases. The result achieved in one phase will
influence the choice of step in the following phases. It is often necessary to return
to some steps and phases (eg data preparation, modelling).

Phases of the CRISRDM method:

business understanding phase

data understanding phase

data preparation phase

modelling phase

evaluation phase

the deployment phase of the acquired models

=A =4 =4 -4 -4 A
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5.2.24

One method of solving prediction and classification problems is logistic regression,
which describes the dependence of a qualitative dependent variable on one or more
guantitative independent variables. In logistic regression, the probability that a
variable has a specific value is modelled depending on the combination of the
values of the independent variables.

The results of logistic regression are well interpretable, but on the other hand, they
require thorough data preparation. Logistic regression is one of the generalized
linear models and, like linear regression, is based on statistical distribution. The
difference is that the dependent variable is not continuous, but is discrete. In order
to use regression, the dependent variable istransformed into a continuous value,
which is a function of the probability of the event occurring.

76



EbWNplef mj c

Chapter 6



Data Modeling | FITPED

6.1 Modelling

6.1.1

We will use the Multinominal Logit Model to model the behavior of web users, which
is a special case of a generalized linear model and is used to model the distribution
of a categorical variable. Specifically for modelling the probabilities of access to

the web parts of the portal as a function o f time. The multinominal logit model is
practically identical to logistic regression, except that instead of the one you have
more possible results.

Example

Young people's career choices can be influenced by their parents' occupations and
their own level d education. We can study the relationship between choosing a
profession and the level of education and profession of, for example, father. The
choice of occupation will be the resulting variable, which consists of occupational
categories.

When modelling the behavior of web users, we use a preprocessed log file, which
is cleaned of unnecessary data and accesses by search engine robots.

Subsequently, it is necessary to select the correct method by which we identify user
sessions so that it is possible to pr operly reconstruct the path of all users. Before
determining the model, we will create a variable, in our case an independent
variable hour, which will take values from 0 to 23 (which represents the hour of the
day of access).

All the above-mentioned ste ps, phases have been explained in the previous
chapters. We will continue to explore the university portal log file.

Other options of data analysing include the generation of association and
sequence rules or cluster analysis .

6.1.2

Choose correct answers.
Which phases must be followed before analyzing the log file?

Cleaning data from unnecessary data
User identification

Seat identification

Path completion

Cluster analysis

=A =4 =4 =8 =4
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Transformation of variables
Defining the model
Sequence analysis
Association analysis

= =4 =4 =4

6.1.3

The use of specific methods for analysis - data modelling, affects the structure as
well as the nature of data on the web use. In the preprocessed data from the log
file, patterns of behavior of web users are most often searched for.

For this purpose, Sequence Rule Analysisis used to extract the sequence rules.
Through these rules, we predict sequences of user visits to various web parts.

The method was derived from the association rules and is an example of a method
that takes into account the peculiarities of the Internet. The difference between
association and sequence analysis is that in the case of Association Rule Analysis
we do not analyze sequences, buttransactions, i.e. the analysis does not include
the time variable.

6.1.4

Based on the model determination, a multinominal logit model was chosen for our
example of a university log file.

After creating artificial variables and defining the model, the data file is ready to
analyze and estimate the parameters needed to estimate the logits and
probabilities of access to the individual web pages of the web portal.

6.1.5

Based on the contingency results for each variable, we decided to examine only the
home, announcement, study, and facultyvebsites. On this website, it was interesting
to examine the different approaches of students, i.e. employees during all days of
the week.

To examine only the required data, it was necessary to apply a filter to the

examined data file. In our case, we focused on examining the behavior of
employees on the university web portal.
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We also filtered the time period of the day, between 7 am and 10 pm due to the fact
that the university is physically closed at night and it is not possible for someone
from inside the network to access the researched web portal.

Sunday, when the university is physically closed all day, was also excluded from the
analysis.

6.2 Association Analysis

6.2.1

Association rules are one of the most popular methods of in -depth analysis (data
mining). They are successfully applied in the analysis of the shopping cart, financial
data, etc. Association rules allow us to get a picture of the relationships between
elements in a given data set, while the results are very easy to interpret. The rules
represent the construction of IF THEN, which can be found in all programming
languages and can be expressed in natural language. Agaval popularized the rules
of the association in the early 1990s in connection with the analysis of the
shopping cart. Association rules are among the symbolic methods of machine
learning and, like decision trees, are tailored to qualitative/categorical d ata.
Quantitative/numerical data require discretization -replacing numerical values with
intervals of values, which are then treated as categorical variables.

6.2.2

To which programming structure could we compare the generated association
rules?

IF THEN

FOR

WHILE
SWITCH CASE

= =4 =4 =4

6.2.3

An example of an association rule might be a single purchase, with all purchases
over a period of time representing an entire set. The result of the analysis are rules
of the form IF condition THEN consequence (IF body THEN head). The rules are
determined by the frequency with which the condition and consequence occur in
the data.
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Example of an association rule from a shopping cart analysis:
{bread, cheese} => {butter}, confidence = 57%, support = 21%

The interpretation of the rule is as follows: Customers who buy bread and cheese in
one purchase are 57% more likely to buy butter, with 21% of purchases containing
bread, cheese and butter.

6.2.4
Example of an association rule from a shopping cart analysis:
{computer, keyboard} => {mouse}, confidnce = 68%, support = 30%
How could we interpret the following rule?

1 Customers who buy a computer and keyboard for one purchase are also 68%
likely to buy a mouse, with 30% of purchases including a computer, keyboard,
and mouse.

1 Customers who buy a computer and keyboard for one purchase are also 68%
likely to buy a mouse, with 30% of purchases containing only a mouse.

1 Customers who buy a computer and a keyboard for one purchase are
unlikely to buy a mouse, with 30% of purchases containing only a mouse.

6.2.5

The aim of the association analysis is to find all rules whose rates are greater than
or equal to the specified support (minimum support) and reliability (minimum
confidence). These two measures indicate the frequency of occurrence of the rule
in the database (support) and the strength of the rule (confidence). A K-itemset with
support greater than a specified minimum is called a frequented/large/frequently
recurring itemsets. The whole process of obtaining rules, defined later, consists of
two steps, where all frequented itemsets are first obtained, from which the rules
themselves are then generated.

6.2.6
What does the support rule represent in the association analysis?

1 frequency of occurrence of the rule in the database
1 the strength of the rule in the database
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6.2.7
What does the confidence of the rule represent in the association analysis?

1 frequency of occurrence of the rule in the database
1 the strength of the rule in the database

6.2.8

Apriori is an algorithm for frequent itemset mining and association rule learning
over relational databases. It proceeds by identifying the frequent individual items in
the database and extending them to larger and larger item sets as long as those
item sets appear sufficiently often in the database. The frequent itemsets
determined by Apriori can be used to determine association rules which highlight
general trends in the database: this has applications in domains such as market
basket analysis.

6.2.9
What is the name of the algorithm used to generate the association rules?

apriori algorithm
FP-growth algorithm
AdaBoost

ID3 algorithm

= =4 -4 =4

6.2.10

Apriori algorithm is the perfect algorithm to start with association analysis as it is
not just easy to understand and interpret but also to implement. Python has many
libraries for apriori implementation. One can also implement the algorithm from
scratch. But as there are many solutions, we will use the library mixtend. This
library has a beautiful implementation of apriori and it also allows to extract of
association rules from the result.

from mixtend.frequent_patterns import apriori,
association_rules
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6.2.11

Insert the missing library functions to get the apriori algorithm working in Python:

from mixtend.frequent_patterns import ,

6.2.12

Apriori module from mixtend library provides fast and efficient apriori
implementation.

apriori(ld  f, min_support=0.5, use_colnames=False, max_len=None,
verbose=0, low_memory=False)

Parameters

T df : OneHot-Encoded DataFrame or DataFrame that has 0 and 1 or True and
False as values

1 min_support: Floating point value between 0 and 1 that indicates the
minimum support required for an itemset to be selected.

T # of observation with item / total observation# of observation with the item /
total observation

1 use_colmnames: This allows to preserve column names for itemset making
it more readable.

1 max_len: Max length of itemset generated. If not set, all possible lengths are
evaluated.

1 verbose: Shows the number of iterations if >= 1 and low_memory is True. If
=1 and low_memory is False, shows the number of combinations.

1 low_memory: If True, uses aniterator to search for combinations above
min_support. Note that while low_memory=True should only be used for
large datasets if memory resources are limited because this implementation
is approx. 3p6x slower than the default.

The model will generate frequent itemsets. The output is a data frame with support
for each itemset.

6.2.13

Let's look another time at the support, confidence and lift that are associated with
the association analysis.

Support is the relative frequency that the rules show up. In many instances, you
may want to look for high support in order to make sure it is a useful relationship.
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However, there may be instances where low support is useful if you are trying to
gjoe! dzijeefold sfmbujpotijqgt/

Suppose there a set of transactions with pagel --> page2. So, support for pagel will
be defined by n(pagel) / n (total transactions).

6.2.14
Is it necessary to look also at items with low support?

1 Yes
T No

6.2.15

Confidence is a measure of the reliability of the rule. Confidence of 0.5 would mean
that in 50% of the cases where one page occurs in the session, then the session
also included another page. For product recommendation (e.g. e-shop), a 50%
confidence may be perfectly acceptable but in a medical situation, this level may
not be high enough.

Suppose there is a set of transactions with pagel --> page2. Confidence on the

other hand is defined as, n (pagel & page2) / n(pagel). So, confidence tells us the

strength of the association and support tells us the relevance of the rule. Because
xflepo'!lu!xbou'!up!jodmvef!svmft!bcpvu! gbhft !
words, have low support.

6.2.16
What is confidence?

1 measure of the reliability of the rule
1 measure of the support of the rule

6.2.17

Lift is the ratio of the observed support to that expected if the two rules were

independent. The basic rule of thumb is that a lift value close to 1 means the rules
xfsfltdpngmfufmz!joefqfoefou/!Mjgu!wbmvft! ?2! Z
could be indicative of a useful rule pattern. It can be said that the rules with higher
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lift mean that they are more often together in the session. On the other hand, 0 < lift
< 1 means that the pair is more often not together in the session. The lift value of
an association rule can be understood also as the ratio of the confidence of the rule
and the expected confidence of the rule.

Lift is Confidence/Support. The higher the lift, the more the significance of applying
the Apriori algorithm to determine the rule.

6.2.18

What is the interval of the lift of association rule?

1 0-3%
T 353
T 30
1T 1-3
7 -1-1
6.2.19

F-P Growth (or frequent-pattern growth) algorithm is another popular technique in
association analysis. It produces the same results as the Apriori algorithm but is
computationally faster due to a mathematically different technique (divide and
conquer).

F-P Growth follows a two -step data preprocessing approach:
1. First, it counts the number of occurrences of each item in the transactional

dataset.
2. Then, it creates a search tree structure using the transactions.

6.2.20
What is the P Growth algorithm based on?
1 divide and conquer algorithm

T apriori algorithm
1  monte-carlo algorithm
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6.2.21

Unlike the Apriori algorithm, F-P Growth sorts items within each transaction by their

frequency from largest to smallest before inserting them into a tree. This is where it

has a substantial computational advantage over the Apriori algorithm since it does

ui flgsfrvfodz!tpsujoh!fbsmz!po/!Jufnt! ui bul! e
requirements (that we can set) are discarded from the tree.

Another advantage is that frequent itemsets that repeat will have the same path
(unlike the Apriori algorithm, where each itemset has a unique path).

6.2.22
What is the computational advantage of F-P Growth over the Apriori algorithm?
jultpsut!jufnt! xjui jfoequenoydi ! usbot bduj po! cz
it uses binary trees to find the rules

it sorts based on alphabetical order
it uses bubble sort to find rules

1
1
1
1
6.2.23
Once again we can use themlixtend library to obtain F-P Growth results.
First, we import the F-P growth algorithm function fr om the library.

from mixtend.frequent_patterns import fpgrowth

Then we apply the algorithm to our data to extract the itemsets that have a
minimum support value of 0.01 (this parameter can be tuned on a case -by-case
basis).

frequent_itemsets_fp=fpgrowth(da ta, min_support=0.01,
use_colnames=True)

6.2.24

Fill in the code with the correct library to use F-P Growth.

from frequent_patterns import
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6.2.25

What you can observe if you examine the results of the Apriori algorithm and F-P
Growth algorithm is, that regardless of the technique you used, you arrived at the
identical itemsets and support values. The only difference is the order in which they
appear. You should notice that the output from F-P Growth appears in descending
orders, hence the proof of what we mentioned in the theoretical part about this
algorithm.

6.2.26

In the final step, we will find the association rules for the frequent itemsets which
were calculated in the previous microlection.

First, we import the required function from the page to determine the association
rules for a given dataset using some set of parameters.

from mixtend.frequent_patterns import association_rules

Then we apply it to the two frequent item datasets which we created in the previous
microlections to compare the results of the different approaches to the frequent
itemset generation.

rules_ap = association_rules(frequent_itemsets_ap,
metric="confidence", min_threshold=0.8)

rules_fp = association_rules(frequent_itemsets_fp,
metric="conf idence", min_threshold=0.8)

Ui fldinfusjdL) boe! dznj o ui sftipmedbycgsblabisyf uf st !
depending on the business problem requirements.

The results will show us that both algorithms found identical association rules with
the same coefficients, just presented in a different order.

6.3 Market Basket Analysis (example)

6.3.1

Let's summarize what is the most important about the association analysis.
Association analysis is relatively light on the math concepts and easy to explain to
non-technical people. It is a good start for certain cases of data exploration and can
point the way for a deeper dive into the data using other approaches. Market basket
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analysis is just one application of association analysis and will serve as an
illustrative example.

Support is the relative frequency that the rules show up. In many instances, you

may want to look for high support in order to make sure it is a useful relationship.
However, there may be instances where low support is useful if you are trying to

gj o e! dzrejatorestips.LJ

Confidence is a measure of the reliability of the rule. Confidence of 0.5 would mean
that in 50% of the cases where two items were purchased, the purchase also
included another item. For product recommendation, a 50% confidence may be
perfectly acceptable but in a medical situation, this level may not be high enough.

Lift is the ratio of the observed support to that expected if the two rules were

independent. The basic rule of thumb is that a lift value close to 1 means the rules
xfsfldpngmfufmz!joefqgqgfoefou/! Mjgu!wbmvft! ?! Z
could be indicative of a useful rule pattern.

One final note, related to the data. This analysis requires that all the data for a
transaction be included in 1 row and the items should be 1-hot encoded.

6.3.2

Let's start with our example where we will look at the market basket analysis and
compare the results of apriori and F-P Growth algorithms. Get our pandas and
MLxtend code imported and read the data from csv and show the first five rows:

import as pd
from frequent_patterns import apriori
from mixtend.frequent_patterns import
from frequent_patterns import association_rules
df = pd. (‘basket.csv")
dfl.
6.3.3

The results of the previous code can be seen here:
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Invoice Description Quantity InvoiceDate UnitPrice CustomeriD Country
0 536389 CHRISTMAS LIGHTS 10 REINDEER 6 1.12.202010:03 8,9 124310 Czechia
1 536389 VINTAGE UNION JACK CUSHION COVER 8 1.12.202010:03 4.95 124310 Czechia
2 536389 VINTAGE HEADS AND TAILS CARD GAME 12 1.12.2020 10:03 1,29 12431.0 Czechia
3 536389 SET OF 3 COLOURED FLYING DUCKS 6 1.12.2020 10:03 5.45 124310 Czechia
4 536389 SET OF 3 GOLD FLYING DUCKS 4 1.12.2020 10:03 5.35 12431.0 Czechia

First, we need to do a little data preprocessing. There are some spaces in the
descriptions that could be removed and also we don't need the rows without the
invoice number. On the other hand, there are some rowsthat contain negative
guantity as this is the credit transaction. We can see that it contains a letter C in the
invoice, so we can use it to remove those rows.

6.3.4

Remove the spaces in theDescriptond p mvno/ ! Espql!l ui f!spxt!ui bu!
numbers and remove the credit transactions (those with invoice numbers
containing C).

df['Description’] = dff’ ].str.strip()

df.dropna(axis= , subset=['Invoice’], inplace=True)

df['Invoice'] = dff’ "l.astype('str’)

df = df[~df'Invoice'].str.cont ains(’ ]
6.3.5

After the cleanup, we need to consolidate the items into 1 transaction per row with

each product 1 hot encoded. For the sake of keeping the data set small, we will be
only looking at sales for Slovakia and compare these results to sales from Czechia.
Further country comparisons would be interesting to investigate.

6.3.6

Select the data for Slovakia and group it by Invoice and Description. The index will
be set based on the Invoice number as this number is unique for each transaction.

basket = (df[df[' M==" "]
.groupby([' L DI'Quantity']
.sum().unstack().reset_index().fillna(0)
.set_index(' )
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6.3.7

Let's look at some of the rows.

12 12 12 12 RED 15CM

COLOJ:{ COLOUR;; 12 PSEIVPIJACL"I: PENCILS PENCILS 1$AT_?:$J“B‘: PENCILS 12 PENCILS ROSE CHRISTMAS WRAP WRAP WPT:I\:
Description SPACEBOY PARTY TUBE SMALL TALL RED TALL  TALL TUBE PEG GLASS .. MAGIC PAISLEY FAIRY
PEN BALLOONS WOODLAND TUBE TUBE RETROSPOT TUBE WOODLAND PLACE BALL 20 FOREST PARK CAKE
SKULL POSY SKULLS SETTINGS LIGHTS )

Invoice
536858 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0o .. 0.0 0.0 0.
539488 0o 00 00 00 0o 00 00 00 0o 0o 00 0o 0«
541518 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0o .. 0.0 0.0 0
541569 0.0 0.0 240 0.0 0.0 0.0 0.0 0.0 0.0 0o .. 0.0 0.0 0.
542586 0o 00 00 00 0o 00 00 00 00 oo 00 0o 0«

5 rows x 987 columns

< >

There are a lot of zeros in the data but we also need to make sure any positive
values are converted to a 1 and anything less the 0 is set to 0. This step will
complete the one-hot encoding of the data and remove the postage column (since
that charge is not one we wish to explore).

6.3.8

Create the method one_hot_encode that will convert all positive values to 1 and
anything less than 0 to O.

def (n):
if
return O
if :
return 1
6.3.9

Apply the created method one_hot_encode to our data saved in the basket. Drop
the POSTAGE column.

basket_sets = .applymap( )
basket_sets.drop(' ', inplace=True, axis= )
6.3.10

Now that the data is structured properly, we can generate frequent itemsets that
have the support of at least 7% (this number was chosen so that we could get
enough useful examples).
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6.3.11

Generate the frequent itemsets with the minimal support 0.07 using the apriori
algorithm.

frequent_itemsets = (basket_sets, min_support= ,
use_colnames=True)

6.3.12

We got frequent itemsets generated using the apriori algorithm. Let's look at the
first rows using head().

frequent_itemsets.head()

support itemsets

0 00092593 (5HOOK HANGER RED MAGIC TOADSTOOL)

1 0.092593 (6 RIBBONS RUSTIC CHARM)
2 0.074074 (ALARM CLOCK BAKELIKE GREEN)
S 0002593 (ASSORTED BOTTLE TOP MAGNETS)
4 0082593 (ASSORTED COLOUR BIRD ORNAMENT)

6.3.13

Next, let's look at the F-P Growth algorithm and generate the frequent itemsets
again for the same input and with the same min support.

frequent_itemsets_fp = (basket_sets, ,
use_colnames=True)

6.3.14

Now let's look at the first five rows of the itemsets generated by the F -P Growth.

frequent_itemsets_fp.head()
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support itemsets

0 0314815 (ROUND SNACK BOXES SET OF4 WOODLAND)

1 0314815 (PLASTERS IN TIN WOODLAND ANIMALS)
2 0.203704 (RED RETROSPOT MINI CASES)
3 0148148 (RED TOADSTOOL LED NIGHT LIGHT})
4 0.092593 (PINK POLKADOT BOWL)

As was mentioned in the theoretical lessons, one of the advantages of the F-P
Growth is that it orders the itemsets based on the support. This offers us already
some insight into the obtained knowledge. We can see that the highest support was
identified for snack boxes and plasters. That is a very strange combination but let's
see how the rules will work out.

6.3.15
The last step is to generate the rules based on the specified support, confidence or
lift. Let us look at the rules based on the lift, where we would like to see the rules

that have the minimum lift of 1. This will generate rules that create itemset pairs
that are more often together than separate in the basket.

6.3.16

Identify the association rules based on the minimum lift of 1.

rules = (frequent_itemsets, metric="_____ ",

min_threshold= )

6.3.17

Let's have a look at the identified rules using head().

rules.head()

antecedents consequents amiﬁi‘:}zﬁ: w"ii?}";:: support confidence lit leverage conviction
0 GLOSHS HANGETROF;EDDS“T‘”ég‘LC) (PLASTERS IN TIN SPACEBOY) 0092503 0333333 0074074  0.800000 2400000 0043210  3.333333
1 (PLASTERSINTINSPACEBOY) (O HOOK HANGETR&EDDS“T‘"SgE 0.333333 0092503 0074074  0.222222 2400000 0043210 1166667
2 (GHOUK HANGE?‘OF;EDDS“T‘E?B LRSI G L Wiﬁﬁk:ﬁs[; 0.092593 0.314615 0074074  0.800000 2541176 0044925  3.425926
g (PLASTERSINTIN W%RKLNS% (5 HOOK HANGETR&EDDS“T‘"SgE 0.314815 0092503 0074074  0.235294 2541176 0044925 1186610
4 (6 RIBBONS RUSTIC CHARM) (ASSORTED COLOUR BIRD 0.002593 0092503 0074074  (0.800000 8.540000 0.065501  4.537037

ORNAMENT)

92



Data Modeling | FITPED

We can see the obtained rules with support, confidence and lift values. At a better
look at the rules (using the command info()), we have identified 2830 rules for the
Slovak customers. It is time to generate the rules from the F-P Growth algorithm.

6.3.18

Identify the association rules based on the minimum lift of 1 and obtained from the
frequent itemsets ident ified based on F-P Growth in the previous assignment.

rules_fp = (frequent_itemsets_fp, , )

6.3.19

Once again let us look at the head of the obtained rules.

rules_fp.head()

antecedent consequent

antecedents consequents support confidence lift leverage conviction

support support
0  (PLASTERSIN TIN SPACEBOY) (ROUND SNACKBOXES SET OF4 0.333333 0314815 0166667  0.500000 1588235 0061728  1.370370
WOODLAND)
4 (ROUND SNAGK BOXES SET OF4 (PLASTERS IN TIN SPACEBOY) 0.314815 0333333 0166667 0520412 1588235 0061728 1416667
WOODLAND)
(PLASTERS IN TIN WOODLAND ~ (ROUND SNACK BOXES SET OF4
2 AMALS) WoaDLAND) 0.314815 0314815 0166667 0520412 1681661 0067558 1456019
(ROUND SNACK BOXES SET OF4  (PLASTERS IN TIN WOODLAND
3 ooDLAND) ANMALS) 0.314815 0314815 0166667 0520412 1681661 0067558  1.456010
4  (PLASTERSINTINSPAcgBOY)  (PASTERSINTINWOODLAND 0.333333 0314815 0240741 0722222 2204118 0135802  2.466667

ANIMALS)

Now we can see some differences but it is only in order. We have identified the
same number of rules as using the apriori algorithm. The order stayed the same as
in the frequent itemsets. The last step is the most important and that is to extract
the knowledge from the obtained results.

6.3.20

The tricky part is figuring out what this tells us. For instance, we can see that there
are quite a few rules with a high lift value which means that it occurs more
frequently than would be expected given the number of transaction and product
combinations. We can also see several rules where the confidence is high as well.
This part of the analysis is where the domain knowledge should be implemented.
This means to get an expert of the examined domain or administrator of the web
portal to better interpret the results.
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6.3.21

We will now focus on the most important rules obtained from the data. Fill in the
code to look for a large lift, high confidence and support higher than 0.05.

rules| (rules[' 1>=10) &
(rules[’ 1>=0.8) &
(rules[’ 1 >= 0.09)]
6.3.22

The results show us 10 rules that could be the most interesting for the final
interpretations.

We can see that in most of the rules is a shopper bag and it is in combination with
various plasters. This is an interesting find as from the frequent itemsets analysis
we saw the high support of plasters but not the bag. But we can also see that many
customers bought also the snack boxes together with plasters. Of course, the
domain expert would find more interesting results from this data and maybe raise
some questions.

Now we can repeat the same experiment for another country - Czechia and
compare the findings.

6.3.23

Fill in the code and repeat the experiment for the country Czechia.

#import the neccessary libraries
import pandas as

94












































































































